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Introduction 
 
This thesis consists of three self-contained essays that consider indirect effects 
of unemployment and low earnings on crime and children’s school 
performance. The first essay, Crime, unemployment and labor market 
programs in turbulent times (joint with Jonas Agell), investigates the effect of 
unemployment and participation in labor market programs, in general and 
among youth, on Swedish crime rates using a new panel data set for Swedish 
municipalities for the period 1996-2000. The exceptional variation in Swedish 
unemployment in the 1990s provides a remarkable (quasi-) experiment. 
Between 1996 and 2000 the overall unemployment rate (including those 
enrolled in labor market programs) decreased from 11.9 to 6.8 percent, and for 
those most likely to commit crimes, people under the age of 25, unemployment 
decreased from 21.2 to 8.7 percent. But the decrease in unemployment was far 
from uniform across the country, and our identification strategy is to use the 
exceptional variation in the improvement in labor market conditions across 
municipalities to isolate the relationship between unemployment and crime. We 
also consider whether placement in labor market programs reduce crime. Such 
an effect could arise for many reasons. Program participation may imply: (i) 
that there is less time for other activities, including crime; (ii) social 
interactions that prevent the participant from adopting the wrong kind of social 
norms; (iii) a greater ability to earn legal income in the labor market. Unlike 
most previous studies we identify a statistically and economically significant 
effect of general unemployment on the incidence of burglary, auto-theft and 
drug possession. Contrary to much popular wisdom, however, we could not 
establish a clear association between youth unemployment and the incidence of 
youthful crimes and there is no evidence that labor market programs – general 
ones and those targeted to the young – help to reduce crime. 

The second essay, Earnings and crime: The case of Sweden, analyzes 
whether low earnings has an effect on Swedish crime rates, considering the 
overall crime rate and specific property crime categories, using a panel of 
county-level data for the period 1975–2000. Various measures of the income 
distribution are considered, based on annual labor earnings as well as annual 
disposable income. The results indicate that the effect of low earnings on crime 
in Sweden is at best weak. We estimate a significant effect of low earnings on 
the number of auto thefts, but the effect is small. Low earnings seem to have no 
effect on the overall crime rate, the number of burglaries or the robbery rate. 
The results give, however, further support for an unambiguous link between 
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unemployment and the overall crime rate as well as specific property crime 
categories.  These findings are in contrast with results from, for example, the 
United States where wages are found to have a stronger impact on crime than 
unemployment. The differing results could, at least partly, be explained by the 
fact that during the period investigated, Swedish unemployment has been of a 
more permanent nature than U.S. unemployment, and that transitory earnings 
fluctuations appear to dominate the Swedish earnings distribution for young 
men, a part of the population committing a disproportionate share of many 
crimes. 

Finally, the third essay, Parental unemployment and children’s school 
performance, considers another possible indirect effect of unemployment, 
namely the school performance of the children of the unemployed. I use 
Swedish data on individual GPA from the completion of primary school at age 
16 and final grades from upper secondary school for a majority of all children 
completing primary school in 1990 directly moving on to three years of upper 
secondary school, which they complete in 1993. The empirical method builds 
on the idea that primary school GPA can be used to control for family and 
individual heterogeneity. The huge variation in Swedish unemployment during 
the beginning of the 1990s, which can be traced to macroeconomic events, 
provides an ideal setting for testing the hypothesis that parental unemployment 
affects children’s school performance. The main results can be summarized as 
follows. If a mother is subjected to an unemployment spell during the period 
when one of her children attends upper secondary school, the school 
performance of the child marginally improves. This implies that, for women, 
the positive effect of having extra time on your hands exceeds the negative 
effects of the disadvantages caused by unemployment. This positive effect of 
having an unemployed mother seems to increase with the length of the 
unemployment spell. On the opposite, having a short-term unemployed father 
has a negative effect on a child’s school performance while the effect is 
insignificant for long-term paternal unemployment. The fact that a long-term 
unemployment spell of the father has a less clear effect could be interpreted as 
the shock of unemployment wearing out. One explanation for the differing 
results across genders could be that women in general cope better with being 
unemployed and hence are able to use their new extra time doing something 
productive, such as spending quality time with their children.  

 

 
 
 

5



 
 
 
 

Essay I

 
 
 

6



 7



Crime, unemployment and labor 
market programs in turbulent 
times# 

 
 
 

                                                

1 Introduction 
 
Many commentators seem to take for granted that unemployment is an 
important determinant of crime, and that policies that are helpful in combating 
unemployment have a positive side-effect on criminal activity. However, the 
available empirical evidence suggests that the issues are less clear-cut.1 In 
summarizing the literature, Freeman (1999, p. 3543) writes “…unemployment 
is related to crime, but if your prior was that the relation was overwhelming, 
you were wrong. Joblessness is not the overwhelming determinant of crime that 
many analysts and the public a priori expected it to be.” Moreover, in 
discussing explanations behind the sharp increase in crime in the United States 
during the 1960s and 1970s, and the 1990s drop in crime, Freeman stresses 

 
# Co-authored with Jonas Agell. We thank Matz Dahlberg, Peter Fredriksson, Oskar Nordström 
Skans, Henry Ohlsson, Per Pettersson Lidbom, Peter Skogman Thoursie, two anonymous 
referees and the Managing Editor Alan Krueger for helpful comments. We have also benefited 
from presentations at several departments and conferences, including the annual meetings of 
EALE and EEA, the International Microeconometrics conference in Dublin, and the CESifo Area 
workshop on Employment and Social Protection. This research was funded by a grant from the 
Institute for Labour Market Policy Evaluation (IFAU). 
1 The basic economic theory of crime suggests that the unemployed, and individuals with low 
wages, face strong incentives to commit (property) crimes. Following Becker (1968) and Ehrlich 
(1973), the economics of crime considers an individual, who bases his choice of whether to 
become a criminal on a comparison of the returns to legal and illegal activities. Since involuntary 
unemployment can be expected to reduce the return to working in the legal sector, there will be a 
substitution effect that induces people to commit more crime. There are extended economic 
models of crime where the link between unemployment and criminal activity is less clear-cut. 
When people can commit crime while working, unemployment may have a zero impact, see e.g. 
Grogger (1998).  
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variables like the earnings of less skilled workers and the sanctions imposed by 
the justice system, and there is no mentioning of unemployment.2  

This paper uses a new panel data set for Swedish municipalities for the 
period 1996-2000 to explore how unemployment, in general and among youth, 
impacts on crime. We believe that this is a useful exercise for the following 
reasons. First, the exceptional variation in Swedish unemployment in the 1990s 
provides a remarkable (quasi-) experiment. Between 1996 and 2000 the overall 
unemployment rate (including those enrolled in labor market programs) 
decreased from 11.9 to 6.8 percent, and for those most likely to commit crimes, 
people under the age of 25, unemployment decreased from 21.2 to 8.7 percent. 
But the decrease in unemployment was far from uniform across the country, 
and our identification strategy is to use the exceptional variation in the 
improvement in labor market conditions across municipalities to isolate the 
relationship between unemployment and crime. Most previous studies have 
used data for countries and periods in which unemployment is fairly stable, or 
changes steadily over time. With such data it is not easy to separate the effect 
of unemployment from the effect of fixed effects and general time trends, and 
to avoid that omitted variables bias the result. In our data, the variation in 
unemployment is much larger than the variation in other covariates, which 
mitigate these problems.3 Moreover, since the variation in unemployment can 
most probably be traced to macroeconomic events, which are exogenous to the 
municipality, bias due to reverse causation in the crime-unemployment 
dimension might be a lesser problem.4 

Second, a large literature explores how labor market programs affect 
subsequent earnings; see e.g. Calmfors, Forslund and Hemström (2004). We 
focus on a different effect: does placement in labor market programs reduce 
crime? Such an effect could arise for many reasons. Program participation may 
                                                 
2 Two recent panel studies conclude that unemployment may in fact have played an important 
role. Using U.S. state-level data Raphael and Winter-Ebmer (2001) report results indicating that 
a substantial portion of the decline in U.S. property crime rates during the 1990s is attributable to 
the decline in the unemployment rate. Using U.S. county-level data Gould, Weinberg and 
Mustard (2002) estimate that a one-percentage point increase in the state unemployment rate of 
non-college educated men increases reported burglary crime with 3.1 percent.  
3 In our regressions we reduce the risk of omitted variables bias even further by including a 
number of explanatory variables that might be correlated with unemployment, like e.g. age, 
immigrant status, income and education.  
4 Throughout the post-war period, until 1990, Swedish unemployment never exceeded 4 percent. 
Between 1991 and 1993, however, GDP fell by more than five percent, and there was a sudden 
quadrupling of unemployment. Including those enrolled in labor market programs unemployment 
increased from less than 4 percent to almost 13 percent of the work force. During the late 1990s 
there was a strong recovery, and it is crime data from this latter period that we use in the 
following (there is no municipality-level crime data available before 1996). For discussions of 
Swedish macroeconomic events of the 1990s, see Lindbeck (1997) and Thakur et al. (2003).  
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imply: (i) that there is less time for other activities, including crime; (ii) social 
interactions that prevent the participant from adopting the wrong kind of social 
norms; (iii) a greater ability to earn legal income in the labor market. To the 
best of our knowledge no other study has explored this issue.  

Third, in view of the social and economic issues at stake, it is surprising that 
there is so little evidence on these issues for countries other than the United 
States. We believe that the Swedish experience is interesting in its own right, 
and that it is of interest to analyze whether the relationship between 
unemployment and crime is of a different nature in a welfare state, with a 
strong system of social transfers.5  

We find that there is a statistically and economically significant correlation 
between unemployment and the incidence of burglary, auto-theft and drug 
possession. A calculation suggests that the sharp drop in unemployment during 
the late 1990s may have reduced burglary and auto-theft with 15 and 20 
percent, respectively. These effects appear to be so large as to warrant the 
attention of policy-makers. But we find no evidence that labor market programs 
reduce crime, and there is no evidence that youth unemployment, and youth 
labor market programs, have an impact on crime.  

The next section describes our data, and presents our empirical 
methodology. Section 3 reports our basic fixed effect regressions on how 
unemployment and labor market programs affect main crime categories. We 
also present results illustrating the difficulty of identifying the unemployment 
effect in an environment with normal business cycle fluctuations. Section 4 
addresses some specification issues, and section 5 turns to the impact of youth 
unemployment and youth labor market programs. 

                                                 
5 We are aware of three previous Swedish studies that analyze the link between unemployment 
and crime: le Grand (1986), Schuller (1986) and Edmark (2002). Le Grand uses aggregate time 
series data and finds a negative partial correlation between burglary and the vacancy rate. 
Schuller uses cross-sectional data for Swedish municipalities, and finds no significant 
correlations between crime and unemployment. Edmark (2003) finds that county unemployment 
is significantly correlated with property crime.  
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2 Data and empirical specification 
 
Our panel data set includes 288 of Sweden’s 289 municipalities (we exclude 
Nykvarn, which was formed only in 1999), and annual data for the 1996-2000 
period. Beginning in 1996, the official crime statistics collected by The 
National Council for Crime Prevention contain a municipality-level breakdown 
of the total number of crimes reported to the police, as well as a detailed 
breakdown among different crime categories. Though we emphasize property 
crimes like auto-theft and burglary (i.e. crimes for which economic incentives 
may play a greater role) we also report results for violent crimes, like assault 
and robbery. Table 1 shows the descriptive statistics for our crime variables 
(Appendix 1 contains the exact definitions). For all crimes we express the 
annual incidence per 100,000 residents.  

 
Table 1 Descriptive statistics, crime variables 

Variables Min Max Weighted 
mean 

Number 
of zeros 

Standard 
deviation 

St. dev. 
net of 
fixed 

effects 

All crimes 2115 24856 11965.6 0 3106.9 1059.8 
Burglary 238 4008 1506.4 0 500.2 281.7 
Theft 635 8108 3987.6 0 1185.4 397.6 
Auto theft 0 1955 691.6 3 298.9 125.7 
Assault 35 1594 607.2 0 193.8 83.1 
Assault on unfam. man 0 599 221.0 19 87.4 40.4 
Damage crime 168 5068 1228.2 0 396.7 211.4 
Robbery 0 327 75.6 178 38.8 16.0 
Possession of drugs 0 1202 275.9 58 146.7 93.4 
Note: All crime categories are expressed as the annual incidence per 100,000 residents. Our complete panel 
consists of 1437 observations for 288 municipalities during the period 1996-2000. We have dropped one 
municipality, Nykvarn, which was formed in 1999. We have also dropped one outlier observation for "All 
crimes" for  the municipality of Årjäng in 1996. The means are computed after weighing all observations by 
the area and time specific size of population. Number of zeros are the number of observations for which the 
crime category has zero reported crimes per 100,000 residents. Standard deviations net of fixed effects show 
the standard deviations that remain after eliminating all variation due to fixed municipality effects and 
common time effects.  

 
The crimes that we focus on in the next section are the five broad categories 

shown in the upper part of the table. Clearly, property crimes like theft and 
auto-theft are far more common than violent crime in the form of assault. There 
is also a huge variation in the incidence of crime across municipalities: the 
overall incidence of crime in Upplands Bro in 1996 (24856 crimes per 100,000 
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residents) is almost twelve times larger than that in Ydre (2115 crimes per 
100,000 residents). The lower part shows four crime categories, for which 
young offenders are known to be heavily over-represented, assault against 
unfamiliar male, damage crime, robbery and possession of drugs. The final 
column shows the standard deviation that remains after netting out all variation 
due to fixed municipality and time effects. Below, we will analyze whether this 
residual variation can be linked to the residual variation of local 
unemployment.  

Poor data quality is an important problem for students of crime. The crimes 
that are recorded by the police can be expected to underestimate true criminal 
activity by a relatively large margin. If this under-coverage varies 
systematically over time there is cause for concern. For example, there is 
evidence that under-coverage has decreased for certain crime categories during 
the second half of the 1990s.6 Since unemployment decreased substantially 
during the same period there is a risk that there will be a downward bias in the 
crime-unemployment effect computed from the official crime statistics. Still, 
our empirical approach mitigates this problem to a great extent. First, for auto 
theft and burglary (i.e. two of the crimes that we focus on in the next section) 
the extent of underreporting is most probably small and stable over time.7 
Second, our fixed effect specification eliminates the influence of measurement 
errors that (a) vary across municipalities but remain constant over time, and (b) 
changes in the same manner over time in all municipalities. Hence, our results 
will not be biased by changes in under-reporting that are common to all 
municipalities. Trends in under-coverage that are specific to the municipality 
may still bias our crime-unemployment effects, but only in so far as they are 
correlated with municipality-level trends in unemployment.  

The starting point for our investigation is the following model: 

        it
itit

it
ititittiit pu

ppuX εγθβλα +
+

+++++= )(Crime       (1) 

                                                 
6 This evidence largely relies on comparisons between the official crime statistics and 
victimization data from household crime surveys. National Council for Crime Prevention (2001) 
includes detailed discussions of the development of under-coverage for main crime categories. 
Domestic violence against children and sexual harassment are examples of crime where under-
coverage appears to have decreased. A crime category for which under-coverage increased 
during the second half of the 1990s is drunk driving. During this period the police shifted to less 
systematic monitoring practices. 
7 See e.g. National Council for Crime Prevention (2001). The victims from auto theft and 
burglary have to report the crime to the police if they are to receive compensation from insurance 
companies.  
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Here, i and t are indices for municipality and time, Crimeit is the log of the 
number of crimes of a particular category per 100,000 residents, iα is a 
municipality fixed effect, tλ  is a year fixed effect, Xit is a vector of 
demographic and economic controls, and uit and pit are the shares of those 
openly unemployed and in labor market programs in the relevant demographic 
groups. The fixed effect terms eliminate variation in crime rates caused by 
factors varying across municipalities but constant over time, and vice versa. 
Since the time dummies remove all national trends, we identify the impact of 
unemployment and program participation on crime via the within-municipality 
deviations from aggregate trends. Our standard errors are robust to 
heteroscedasticity and consistent with respect to serial correlation within the 
municipality.8 

The term u  is a measure of total unemployment, which groups 
together the idle unemployed as well as those who participate in programs. 
This specification, which assumes that participation in labor market programs 
is equivalent to being unemployed, rests on the observations that participants in 
Swedish labor market programs are drawn from the pool of unemployed 
people, and that a prime motive for allocating people to programs in the 1990s 
was to help them to secure unemployment benefits in the future; see Calmfors, 
Forslund and Hemström (2004) for further discussion. To check whether labor 
market programs have a separate effect from that of idle unemployment, we 
then add a variable describing how overall unemployment is divided between 
idle unemployment and program participation, the program take-up rate 

.

itit p+

)/( ititit pup + 9 
Table 2 presents the descriptive statistics for our explanatory variables. For 

each municipality The National Labor Market Board provided us with (annual) 
information about the number of openly unemployed and the number of 
individuals enrolled in labor market programs, and Statistics Sweden provided 

                                                 
8 We estimate (1) treating each municipality as an independent cluster. The Monte Carlo analysis 
of Kézdi (2002) shows that the finite-sample bias of the cluster estimator is smaller than the bias 
of the estimators that assume no serial correlation at any sample size. These simulations also 
reveal that the cluster estimator is unbiased in samples of usual size, and slightly biased 
downward if the cross-sectional sample is very small.  
9 As pointed out by one of the referees, the share of individuals in a given demographic group 
that participates in a labor market program, pit, is probably a better measure of the pure 
incapacitation effect of programs than the program take-up rate, pit/(uit+pit). We have re-
estimated (1) using pit instead of pit/(uit+pit), and this does not change any substantive 
conclusions concerning the magnitudes of the key coefficients θ and γ in eq. (1). But they are 
estimated with much less precision in these alternative regressions. It appears that multi-
collinearity is an issue. Thus, while the correlation between pit/(uit+pit) and uit+pit is 0.29, the 
correlation between pit and uit+pit is as high as 0.94.  
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us with complete municipality-level age distributions.10 There is clearly 
considerable variation across municipalities in unemployment and program 
take-up rates, in particular for the younger cohorts. Average unemployment 
(computed after weighing by populations size) for those aged 18-24 is 13 
percent, but the standard deviation is huge, and the min- and max values vary 
between 1 and 44.7 percent. On average 38.8 percent of unemployed aged 18-
24 are placed in a labor market program, and the min- and max values vary 
between 8.8 and 70.5 percent. 

Our remaining regressors include a range of economic and socioeconomic 
indicators. Some were included because they have been identified as significant 
determinants of crime, others because we judged it important to reduce the risk 
of omitted-variables bias by including as much information as possible about 
time-varying municipality-level heterogeneity. We include the age distribution 
of each municipality to account for the overrepresentation of the young in all 
crime statistics. For the same reason we also include the proportion of males 
and the proportion of residents not born in Sweden. Some studies indicate that 
low wages/low education have an effect on crime that operates in addition to 
unemployment, and for this reason we include municipality-level measures of 
schooling composition. The preceding literature has suggested several reasons11 
why per capita income might matter for the incidence of crime, and since 
average income is correlated with unemployment in the same location, we 
include average income among our regressors. This implies that the coefficient 
on the unemployment variable will be estimated net of the fact that income 
during unemployment is generally lower than during employment. 

 

                                                 
10 Since there is no municipality-level data on labor force participation, we computed our 
unemployment rates by dividing the total number of unemployed by the size of the relevant 
demographic group.  
11 In areas with high incomes there can be expected to be a greater supply of theft-worthy goods, 
which should induce more property crime. Alternatively, more prosperous areas can be expected 
to devote larger resources to crime preventing activities, which should reduce property crime. 
Also, since the income elasticity of alcohol consumption can be expected to be positive, and 
since alcohol consumption has been shown to induce (violent) crime, including a measure of per 
capita income is a way of controlling for unobservable alcohol consumption. See Raphael and 
Winter-Ebmer (2001), and Gould, Weinberg and Mustard (2002) for further discussion.  
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Table 2 Descriptive statistics, control variables 

Variables Min Max Weighted 
mean 

Standard 
deviation 

St. dev. 
net of 
fixed 

effects 

Proportion unemployed:      
   aged 18-64 0.014 0.248 0.089 0.036 0.007 
   aged 18-24 0.010 0.447 0.130 0.072 0.017 
   aged 25-64 0.015 0.225 0.082 0.031 0.006 
Program take-up rate:      
   aged 18-64 0.139 0.693 0.336 0.066 0.032 
   aged 18-24 0.088 0.705 0.388 0.091 0.047 
   aged 25-64 0.136 0.693 0.322 0.064 0.034 
Proportion not born in Sweden 0.018 0.376 0.109 0.046 0.003 
Income per capita (in kronor) 71452 210474 106149 13942 1404 
Age distribution:      
   proportion aged 0-15 0.140 0.259 0.197 0.018 0.002 
   proportion aged 16-19 0.029 0.086 0.046 0.004 0.002 
   proportion aged 20-24 0.033 0.120 0.061 0.010 0.002 
   proportion aged 25-54 0.336 0.515 0.424 0.022 0.004 
Proportion of men 0.476 0.527 0.494 0.008 0.001 
Prop. with no high-school degree 0.105 0.431 0.267 0.052 0.004 
Prop. with high-school degree 0.255 0.501 0.395 0.030 0.005 
Note: For all control variables we have 1437 observations, covering 288 municipalities during the period 
1996-2000. For further description of data and data sources, see text. The means are computed after weighing 
all observations by the area and time specific size of population. Standard deviations net of fixed effects 
show the standard deviations that remain after eliminating all variation due to fixed municipality effects and 
common time effects. 

 
We do not include measures of detection risk and punishments among our 

regressors. Though this omission may bias our estimates of the crime-
unemployment effect,12 we believe that the bias is bound to be small. First, 
since it is likely that criminals’ perceptions of detection risks and penalties 
change only gradually over time, and since our panel spans only five years, our 
fixed municipality effects should pick up most of the action from omitted 
deterrence variables. Second, our yearly time dummies eliminate the 
contaminating influence from changes in deterrence variables that are common 
to all municipalities. Finally, in section 4 we use an instrumental variables 

                                                 
12 See Levitt (1997). 
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approach that (among other things) deals with the potential bias from omitted 
variables. 

A comparison of the two final columns of Table 2 shows that most of our 
regressors have little independent variation, once we eliminate all variation due 
to general time trends and municipality fixed effects. For our age, gender and 
schooling variables the residual standard deviations fall in the interval .001-
.004. For our variables of primary interest, overall unemployment and the 
program take-up rate for different age groups, the residual standard deviations 
are typically between 2 to 5 (overall unemployment) and 10 to 20 (programs) 
times as large. Compared to previous panel studies of the relationship between 
crime and unemployment we have unusually large independent variation in our 
labor market variables. Raphael and Winter-Ebmer (2001, table 1) report that 
the residual variation of their unemployment variable is of the same magnitude 
as the residual variation of other main regressors (black, poor and age 
structure). Since the standard error of the coefficient of a given independent 
variable decreases with the total sample variation this suggests that we can 
obtain comparatively precise estimates of the coefficients on our 
unemployment and program variables.  

Figure 1 plots the change over the five-year period 1996-2000 in burglary 
per 100,000 residents against the reduction in overall unemployment across 
285 municipalities. Two patterns stand out. First, there is indeed a huge 
variation across municipalities in the decrease in unemployment. Second, the 
plot is quite disperse, and it is not easy visually to detect a clear association 
between unemployment and the burglary rate. However, in a simple OLS-
regression, where we weigh all observations by the size of population, the slope 
coefficient is significant at the five-percent level.  
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Figure 1 Annualized change in burglary (in %) on the vertical axis and percentage 
point change in total unemployment on the horizontal axis across 285 municipalities, 
1996-2000. The burglary rate is measured as number of reported crimes per 100,000 
residents. Our raw data includes 286 municipalities for which we have information 
about the change in crime and unemployment between 1996-2000. In constructing the 
figure we dropped one outlier, the municipality of Bengtsfors (for this municipality 
unemployment actually increased substantially between 1996-2000). The regression 
line comes from an OLS-regression, where the change in crime is regressed on a 
constant and the change in unemployment. 
 

Our next task is to examine whether these associations survive more careful 
analysis, where we exploit the year-by-year variation in our data and bring in 
our full set of explanatory variables.  

 
3 Our baseline specification 
 
Table 3 presents our basic OLS estimates of the coefficients on overall 
unemployment and the program take-up rate in specification (1) for the five 
crime categories listed in the upper part of Table 1. All observations are 
weighted by the area and time specific size of population, and the estimated 
coefficients have the interpretation of semi-elasticities; they show the increase 
in percent of a given crime created by a one-percentage point increase in the 
rate of unemployment or the program take-up rate.  
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Table 3 The baseline specification 

  Property crime Violent crime 
 All crime Burglary Theft Auto-theft Assault 

Proportion unemployed 1.221* 2.838** 1.251 3.904** 1.270 
aged 18-64 (0.680) (1.261) (0.831) (1.909) (1.061) 
Program take-up rate  0.090 0.172 0.110 0.248 -0.033 
aged 18-64 (0.151) (0.257) (0.195) (0.319) (0.220) 
Observations 1436 1437 1437 1434 1437 
Adjusted R-squared 0.945 0.811 0.943 0.89 0.894 
Note: Standard errors are shown in parenthesis. They are robust to heteroscedasticity and consistent with 
respect to serial correlation within the municipality. In all regressions the dependent variable is the log of the 
crime rate per 100,000 residents. We loose one observation in column 1 (because of an apparent error in the 
coding of the raw data), and three observations in column 4 (auto theft) because of the censoring at zero. In 
addition to the variables shown in the table, all regressions include a complete set of municipality and year 
effects, and the time-varying variables shown in Table 2.  ** and * denote significance at the five and ten 
percent level, respectively. All observations are weighted by the area and time specific size of population. 

 
The coefficients have the expected signs, though not all of them are 

statistically significant. The coefficient on the unemployment variable is 
significant at the five-percent level in the equations for auto-theft and burglary. 
But the association between our overall crime index and unemployment is 
weak and only statistically significant at the ten percent level, and like some 
previous studies we find that unemployment has a statistically insignificant 
effect on the main category of violent crime, assault. 

The coefficients in the burglary and auto-theft equations matter 
economically. A one-percentage point drop in unemployment causes 
(everything else held constant) reductions of 2.8 percent in the burglary rate, 
and 3.9 percent in the auto-theft rate. Since the mean unemployment rate 
decreased with 5.1 percentage points (from 11.9 to 6.8 percent) between 1996-
2000, our coefficients predict a decrease of 14.5 percent for burglary and 19.9 
percent for auto-theft.13 These results are on par with, or even stronger, than 
those reported in two recent panel studies for the United States. Gould, 
Weinberg and Mustard (2002), who use county-level data, estimate that a one-

                                                 
13 In a number of auxiliary regressions we have checked whether unemployment has a different 
impact across different municipalities. More specifically, we added interaction effects between 
overall unemployment and the share of population with only elementary education, and between 
unemployment and the share of population not born in Sweden. We find no evidence that the 
unemployment effect differs between areas with different educational achievements, but there is 
some evidence that unemployment plays a greater role in areas with a high immigrant share. In 
the equation for theft, the interaction term between unemployment and immigrant share is 
positive, and significant at the five-percent level. Evaluated at an immigrant share of ten percent, 
this estimate returns a semi-elasticity of unemployment of .96. This interaction effect, however, 
was not estimated with a statistically significant coefficient in any of the other equations.  
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percentage point drop in unemployment reduces burglary and auto-theft 3.1 
and .85 percent, respectively, while Raphael and Winter-Ebmer (2001), who 
use state-level data, estimate reductions of 2.1 and 1.0 percent for the same 
crimes.  

In all columns the coefficient on the program take-up rate is close to zero, 
and statistically insignificant. But the measure of labor market programs that 
we try out in Table 3 captures program participation among all individuals of 
working age and it is possible that programs that are targeted towards youth 
have a more pronounced impact. Also, if there is reverse causation from crime 
to spending on programs there might be an upward bias in OLS estimates of the 
coefficient on the program variable. We return to these issues below.  

It is the fact that our panel covers a period with extraordinary 
unemployment shocks that makes it suited for identifying an unemployment 
effect on crime. By the same argument we would also expect to obtain less 
precise results if we re-estimate our model over a period with less extreme 
fluctuations in unemployment. Since a municipality-level breakdown of crime 
statistics in Sweden is not available before 1996 we cannot directly evaluate 
this proposition. However, we can obtain some indications from an alternative 
data source, county-level crime statistics. Though this data set has the 
disadvantage of having a much smaller cross-sectional dimension (there are 21 
counties in Sweden), it covers a period (1973-2000) containing both stable and 
unstable conditions in the labor market.  

Table 4 presents our county-level results for our benchmark model for all 
crimes, burglary and auto-theft. Here, we have divided the county panel in two 
sub-samples, each covering a period of 14 years, 1973-86 and 1987-2000. In 
the earlier period Swedish unemployment fluctuated within the normal postwar 
band, and in our data the mean and (unadjusted) standard deviation of county 
unemployment are 0.029 and 0.012, respectively. During the latter time period, 
which includes the macroeconomic turbulence of the 1990s, the mean and 
standard deviation are 0.054 and 0.029, i.e. the standard deviation is almost 2.5 
times higher in the unstable period. As can be seen in Table 4 our robust 
standard errors, calculated for samples containing less than one fifth of the 
observations underlying our municipality level regressions, are so large so as to 
render all the estimated coefficients statistically insignificant. However, except 
for the equations for all crimes the standard errors are much smaller in the 
unstable period, and the estimated semi-elasticities in the unstable period are 
close to those reported in the lower part of Table 3. In the stable period, by 
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contrast, the semi-elasticities are close to zero, and estimated with a negative 
sign in the equations for all crimes and burglary.14  

 
Table 4. County-level semi-elasticities estimated in two alternative 

macroeconomic environments 

 All crime Burglary Auto theft 

 
Stable 
period 

Unstable 
period 

Stable 
period 

Unstable 
period 

Stable 
period 

Unstable 
period 

Prop. unemployed  -0.304 1.424 -0.462 1.716 1.998 2.953 
aged 18-64 (0.778) (1.089) (1.807) (1.138) (3.804) (2.253) 
Observations 294 294 294 294 294 294 
Note: Standard errors are shown in parenthesis. They are robust to heteroscedasticity and consistent with 
respect to serial correlation within the county. In all regressions the dependent variable is the log of the crime 
rate per 100,000 residents. All regressions include a complete set of county and year effects, measures of 
demography, and a measure of mean earnings in the county. All observations are weighted by the area and 
time specific size of population. The stable period refers to 1973-86, the unstable period to 1987-2000. 

 
4 Alternative specifications: crime spillovers 

and instrumental variables 
 
Do the economically significant crime-unemployment relations remain as we 
estimate alternative models? A first issue concerns crime-spillovers. We have 
so far ignored all spatial interactions between municipalities. It appears likely, 
however, that criminal activities are correlated across adjacent municipalities – 
a criminal may choose to live in one community while committing crime in a 
neighboring community. For example, in their study of crime against foreigners 
in Germany, Krueger and Pischke (1997) find strong evidence of spatial 
correlation in anti-foreigner crime rates. A structurally oriented way of dealing 
with spatial spillover effects is to add covariates from neighboring 
municipalities to the estimating equation. Rather than allowing for spatial 
interactions via a transformation of the error term along the lines of e.g. 
Anselin (1988) – a procedure that has less obvious behavioral interpretations – 
we thus add new regressors to the estimating equation.  

For each municipality we have constructed measures of unemployment and 
program take-up rates in surrounding municipalities, and then included these as 

                                                 
14 Alternatively, a less generous social safety net may also explain why the unemployment effect 
appears to be stronger in the latter, more volatile period. But in fact, Swedish unemployment 
benefits were on average slightly more generous during 1987-2000 than during 1973-86. See 
OECD (1999), Figure 3.3. 
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additional regressors.15 The results from these extended regressions are shown 
in Table 5, which should be compared to our benchmark results of Table 3. In 
the equation for burglary, the semi-elasticity for unemployment increases from 
2.8 to 3.3, and it remains precisely estimated. The unemployment spillover 
coefficient is estimated with a non-intuitive negative sign, but its t-value is only 
.69. In the equation for auto-theft the semi-elasticity for unemployment drops 
by 30 percent, from 3.9 to 2.7, and the standard error increases marginally, 
which implies that the t-value falls from 2.05 to 1.31. At the same time the 
unemployment spillover coefficient is large (3.1), though imprecisely 
measured. An F-test shows that the two unemployment variables in the 
equation for auto-theft are jointly statistically significant (p-value = .070).  
 
Table 5. Model with spillover effects from neighboring municipalities 

 All crime Burglary Auto theft 

Proportion unemployed aged 18-64 0.872 3.345** 2.735 
 (0.923) (1.389) (2.088) 
Program take-up rate aged 18-64 0.075 0.173 -0.063 
 (0.168) (0.266) (0.356) 
Proportion unemployed aged 18-64, neighbors 1.147 -1.892 3.128 
 (1.735) (2.732) (2.777) 
Program take-up rate aged 18-64, neighbors 0.011 0.107 1.233* 
 (0.273) (0 .486) (0.671) 
Observations 1431 1432 1429 
Adjusted R-squared 0.945 0.810 0.891 
Note: Standard errors are shown in parenthesis. They are robust to heteroscedasticity and consistent with 
respect to serial correlation within the municipality. In all regressions the dependent variable is the log of the 
crime rate per 100,000 residents. We loose one observation in column 1 (because of an apparent error in the 
coding of the raw data), and three observations in column 3 (auto theft) because of the censoring at zero. 
Moreover, we loose five observations in all columns because the island of Gotland has no neighboring 
municipalities. In addition to the variables shown in the table, all regressions include a complete set of 
municipality and year effects, and the time-varying variables shown in Table 2. ** and * denote significance 
at the five and ten percent level, respectively. All observations are weighted by the area and time specific size 
of population. 

 
Another important specification issue follows from our assumption that 

unemployment is exogenous in the regressions reported in the previous section. 
Though our data from a particularly volatile period in the labor market appears 
                                                 
15 Technically, we started off by constructing a 288×288 contiguity matrix Π, where the ij 
element is equal to 1 if municipalities i and j have a common border, and equal to zero otherwise. 
For each year, we then define two 288×1 vectors U and P containing the unemployment and 
program take-up rates in all municipalities. The products ΠU and ΠP then returns vectors where 
the nth element are the average unemployment and program take-up rates in municipalities 
sharing a common border with municipality n.  
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well suited to mitigate problems of endogeneity, we cannot rule out that 
omitted variables, simultaneity in the crime-unemployment relationship, and 
measurement errors bias our OLS estimates of how unemployment impacts on 
crime.16 Depending on the relative importance of these potential confounding 
influences, the overall bias may go either way.17 Similar arguments apply to 
our estimates of the impact of labor market programs; for example, to the 
extent that a local crime shock generates increased spending on programs the 
OLS results reported in the previous section will suffer from an upward bias.  

We adopt an instrumental variables approach to address these issues. Our 
instrument set includes three instruments. Following Bartik (1991), Blanchard 
and Katz (1992) and Gould, Weinberg and Mustard (2002), the first two 
instruments interacts the initial sectoral composition of employment in each 
municipality with the national composition trends in employment (see 
Appendix 3 for the details). Our third instrument exploits the differential 
sensitivity of different municipalities to international trade and exchange rate 
shocks. Specifically, we interact the pre-treatment (1994) share of 
manufacturing employment in each municipality with a trade-weighted 
measure of the Swedish exchange rate against 21 other currencies. The bottom 
panel of Table 6, column (2), shows the strength of the first stage regressions. 
Our instruments do a good job in predicting unemployment, and the F-value 
for the joint statistical significance of the instruments is 26.59, with p-
value=0.0000.18 They do a worse job in predicting the program take-up rate; we 
return to this below. 

                                                 
16 The treatment literature suggests an indirect way of probing the plausibility of the assumption 
of exogeneity. Consider the situation where a treatment variable (e.g. unemployment) has been 
found to have an effect on an outcome variable (e.g. burglary rate and auto-theft). As discussed 
by e.g. Angrist and Krueger (1999), we may then want to check whether the treatment variable 
has an impact in samples where the effect is known to be zero. A finding that the effect is in fact 
not zero would undermine our assumption that the treatment variable is exogenous. In this spirit, 
we have run regressions where we estimate the impact of unemployment on (twice) lagged crime 
rates. In the equations for all crimes, burglary and auto-theft (i.e. specifications where we 
identified a statistically significant treatment effect in Table 3) we obtain t-values for the 
unemployment variable of 0.56, 0.96 and 1.21, respectively.  
17 For more detailed discussions of endogeneity problems in the relationship between crime and 
unemployment, see Raphael and Winter-Ebmer (2001) and Gould, Weinberg and Mustard 
(2002).  
18 See also Table A4 in the appendix. Whether our instruments are truly exogenous determinants 
of unemployment – in the sense that they are uncorrelated with the error term in (1) – is a more 
difficult question, which cannot be tested directly. On a priori grounds, however, one may note 
that both the national employment trends and the trade-weighted exchange rate should be 
unaffected by the unemployment rate in any municipality, and it appears unlikely that 
unemployment has an impact on lagged industrial composition. Moreover, we have subjected our 
instruments to tests of refutability, along the lines discussed in footnote 16. We have thus 
estimated reduced form regressions, where we regress (twice) lagged crime rates against our 
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Columns (2), (4) and (6) in Table 6 present our TSLS estimates, along with 
the OLS estimates from Table 3. Like the OLS results, the TSLS regressions 
suggest that unemployment has a positive and statistically significant impact on 
all crimes and auto-theft. Furthermore, in all equations (including the one for 
burglary) the TSLS coefficients are larger, or much larger, than their OLS 
counterparts. But since the TSLS standard errors are between 60 and 100 
percent larger than the OLS standard errors, the 95 percent confidence intervals 
become huge, and it is only in the equation for auto-theft where the OLS 
estimate falls outside the two-sided 95 percent confidence interval of the TSLS 
estimate. We view this as evidence that our OLS estimates of the previous 
section do not exaggerate the impact of unemployment on crime. In fact, our 
OLS estimates appear to constitute a lower bound on the effect of 
unemployment on all crimes, burglary and auto-theft.19  

 

                                                                                                                       
three instruments (and all our other explanatory variables, except our unemployment and 
program take-up variables). Simple F-tests for the joint statistical significance of our instruments 
produce p-values of 0.286, 0.308 and 0.710 in the equations for all crimes, burglary and auto-
theft. In assessing the credibility of our TSLS results it is also important to test our over-
identifying restrictions (we have more instruments than endogenous variables). We have 
regressed the TSLS residuals on our exogenous variables, and tested for the joint statistical 
significance of our instrument set. In these regressions, we failed to reject the null that our 
instruments are uncorrelated with the residuals.  
19 One may conjecture that errors in measuring unemployment – which would tend to create a 
downward bias in the OLS estimates – can go some way in explaining why the TSLS results 
exceed the OLS results. It should be recalled that the lack of labor force data at the municipality 
level created problems when we constructed our unemployment variable. For comparison, 
Raphael and Winter-Ebmer (2001) also report that their TSLS results generally exceed their OLS 
results.  
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Table 6. Instrumenting unemployment and program participation 

 All crimes Burglary Auto theft 
 OLS TSLS OLS TSLS OLS TSLS 
 (1) (2) (3) (4) (5) (6) 

Prop. unemployed  1.221* 5.739** 2.838** 5.821 3.904** 18.76** 
aged 18-64 (0.680) (2.866) (1.261) (8.827) (1.909) (7.313) 
Program take-up rate,  0.090 -0.163 0.172 -1.447 0.248 1.510 
aged 18-64 (0.151) (0.953) (0.257) (3.311) (0.319) (2.497) 
Observations 1436 1411 1437 1412 1434 1409 
       
F-value first stage regr.       
Prop. unemployed -- 26.59 -- -- 
  (0.000)   
Program take-up rate -- 3.79 -- -- 
  (0.010)  

See 
column 

2 
 

See 
column 

2 

Note: Standard errors are shown in parenthesis. They are robust to heteroscedasticity and consistent with 
respect to serial correlation within the municipality. In all regressions the dependent variable is the log of the 
crime rate per 100,000 residents. All regressions include a complete set of municipality and year effects, and 
the time-varying variables shown in Table 2. ** and * denote significance at the five and ten percent level, 
respectively. All observations are weighted by the area and time specific size of population. I. The results of 
the OLS columns are those reported in Table 3. 

 
The TSLS coefficient on the program take-up variable takes on the expected 

negative sign in columns (2) and (4). But since the F-value for joint statistical 
significance of our instruments in the first-stage program regression is only 
3.79, we view these results with much suspicion. As discussed by e.g. Staiger 
and Stock (1997), TSLS estimates and standard errors are highly unreliable in 
situations when the first stage F statistic is less than ten. Some studies of wage 
setting in Sweden have instrumented labor market programs using various lags 
of program placement and idle unemployment.20 While there are obvious 
drawbacks to using lags of potentially endogenous variables as instruments, we 
have nevertheless experimented with such instruments as well. As should be 
expected adding lagged unemployment and program take-up rates to our 
benchmark instrument set strengthens the first stage program regression. In 
general, these alternative instrument sets produced TSLS coefficients on the 
unemployment variable that were closer to – but still larger – than the OLS 
coefficients. The TSLS coefficients on the program take-up rate remained 

                                                 
20 For a recent example, see e.g. Dahlberg and Forslund (1999). Dahlberg and Forslund argue 
that lagged unemployment and lagged program placement approximate the administrative 
decision rule of Swedish labor market authorities when they allocate resources across regions. 
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imprecisely estimated, with point estimates close to zero, and as often positive 
as negative. 

The alternative specifications tried in this section suggest that our finding 
that unemployment is a potentially important determinant of main property 
crimes is robust. They also confirm the difficulty of finding reliable evidence 
that labor market programs reduce crime.  
 
5 Youthful crimes and youth unemployment 
 
Young people commit a disproportionate share of many crimes. According to 
the statistics from The National Council for Crime Prevention on suspected 
criminals in the year 2000, individuals aged 18-24 were over-represented as 
suspects for the following crime categories: assault against unfamiliar man 42 
percent, robbery 37 percent, auto-theft and drug possession 32 percent, 
burglary 31 percent and damage crime 29 percent. If we broaden the age 
category to 15-24 (i.e. we also include the youngest culprits), the percentages 
increase to 69 percent (robbery), 60 percent (assault against unfamiliar man), 
57 percent (auto-theft), 51 percent (damage crime), 49 percent (burglary) and 
37 percent (drug possession).  

This section analyzes whether unemployment among young people, and 
programs targeted towards the same group, have an effect on crime. A first 
look at the issues is provided by Figure 2 that plots the change in the robbery 
rate against the reduction in the overall unemployment rate for those aged 18-
24. The scatter plot is again quite disperse. The OLS slope coefficient is 
positive, although only marginally significant (p-value = 0.07). Figure 2 also 
shows the exceptionally diverse development of youth unemployment during 
the late 1990s. Across all municipalities youth unemployment decreased with 
12.5 percentage points between 1996-2000, but the decrease varies from 23.5 
percentage points in the municipality of Överkalix to 1.8 percentage points in 
the municipality of Bengtsfors.  
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Figure 2 Annualized change in robbery (in %) on the vertical axis and percentage point 
change in youth unemployment on the horizontal axis across 204 municipalities, 1996-
2000. The robbery rate is measured as number of reported crimes per 100,000 
residents. Because of the logarithmic transformation of the robbery rate we dropped 82 
municipalities with a zero robbery rate in constructing the figure. The regression line 
comes from an OLS-regression, where the change in crime is regressed on a constant 
and the change in unemployment, age 18-24. 
 

Table 7 presents our basic fixed effect regressions for the six crime 
categories where young are the most over-represented in the official crime 
statistics. As before, our left-hand side variable is the log of the crime rate per 
100,000 residents, we include our full set of time-varying explanatory variables 
and fixed time and municipality effects, and we weigh all observations by the 
area and time specific size of population. Also, we use four variables to 
characterize labor market outcomes, unemployment among those aged 18-24 
and 25-64, respectively, and program placement in the same groups.21  

 

                                                 
21 In constructing these variables we weighted labor market variables for the different age groups 
by their shares of the overall population aged 18-64. Thus the coefficients in Table 6 are not 
directly comparable to the semi-elasticities of previous tables. To achieve comparability the 
coefficients must be multiplied by the (average) population shares, which are 0.13 (age group 18-
24) and 0.87 (age group 25-64).  
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Table 7. The baseline specification: youth crime 

 

Assault 
unfam. 

man 

Robbery Auto 
theft 

Drug 
poss. 

Burglary Damage 
crime 

Prop. unemployed  -9.497* 16.100 -6.492 -2.956 -0.729 -4.051 
aged 18-24 (5.300) (10.370) (6.155) (10.795) (4.329) (3.812) 
Program take-up rate  -2.314 -3.060 -0.888 -2.214 -0.942 1.535 
aged 18-24 (1.615) (2.788) (1.701) (3.085) (1.123) (1.305) 
Prop. unemployed  3.400 -0.372 6.76*** 9.703** 3.790** 1.834 
aged 25-64 (2.112) (3.855) (2.523) (4.076) (1.623) (1.686) 
Program take-up rate  -0.411 -0.010 0.456 0.175 0.351 -0.253 
aged 25-64 (0.391) (0.814) (0.408) (0.766) (0.313) (0.309) 
Observations 1418 1159 1434 1379 1437 1437 
Adjusted  R-squared 0.855 0.880 0.891 0.777 0.812 0.833 
Note: Standard errors are shown in parenthesis. They are robust to heteroscedasticity and consistent with 
respect to serial correlation within the municipality. In all regressions the dependent variable is the log of the 
crime rate per 100,000 residents. In addition to the variables shown in the table, all regressions include a 
complete set of municipality and year effects, and the time-varying variables shown in Table 2. ***, ** and * 
denote significance at the one, five and ten percent level, respectively. All observations are weighted by the 
area and time specific size of population. 

 
To our surprise, we find no clear evidence that unemployment and program 

take-up among the young have an impact on crime. The coefficients on 
unemployment for those aged 18-24 are, with one exception, estimated with 
low precision. In the equation for assault on unfamiliar male (this violent crime 
category includes various forms of street violence, where young men are 
heavily over-represented both among victims and perpetrators) we estimate a 
negative22, and marginally significant, coefficient on unemployment for those 
aged 18-24. The coefficient on the program take-up rate for those aged 18-24 is 
in most cases estimated with the predicted negative sign. But the point 
estimates are numerically small, with t-ratios at, or below, unity. At the same 
time, unemployment among the population at large is significantly correlated 
with main categories of youthful crimes. Unemployment for those aged 25-64 
appears with positive and statistically significant coefficients in the equations 
for auto-theft and burglary. We also estimate a significant positive coefficient 
on this variable in the equation for drug possession. Multiplying the coefficient 

                                                 
22 Similarly, Raphael and Winter-Ebmer (2001) and Gould, Weinberg and Mustard (2002) find 
that state- and county-level unemployment have a negative impact on some categories of violent 
crime. Raphael and Winter-Ebmer report evidence that this is due to a lower frequency of 
interactions between victims and perpetrators when unemployment is high.  
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of 9.7 with a population share of 0.87 produces (see footnote 21) a semi-
elasticity of 8.4, which certainly is of a magnitude that matters economically.  

We have estimated alternative models that instrumented our labor market 
variables along the lines discussed in the previous section. These regressions 
confirm the impression from the OLS results of Table 7 that unemployment 
among those aged 25-64 plays a role for burglary, auto-theft and drug 
possession. The results for unemployment and program take-up among those 
aged 18-24 were less informative – the relevant coefficients were very 
imprecisely estimated, and we could not find instruments that were at the same 
time strong and plausibly exogenous.23 

A final unresolved issue derives from the fact that some youth crimes have 
an incidence of zero in many municipalities. Because of our logarithmic 
transformation these observations become missing values in Table 7. This 
implies that we lose close to 20 percent of the observations in the equation for 
robbery, and 4 percent of the observations for drug possession. To see whether 
this censoring matters for our results we estimate two alternative models. First, 
since the incidence of crimes per 100,000 residents is measured on a scale that 
only takes on non-negative integer values, our left-hand side variable is a count 
variable. Because of this we estimate a Poisson regression model, using our full 
sample. Second, we simply re-code all zeros to ones, before introducing the 
logarithmic transformation of our left-hand side variable, and then estimating 
our baseline fixed effect model. In either case, we are left with a full sample of 
1437 observations. The results are shown in Table 8.24 It does not appear that 
censoring is an important issue. Comparing with the results for robbery and 
drug possession in Table 7, the order of magnitude of the coefficients remains 
the same. Also, in both tables it is only in the equation for drug possession that 
we identify a statistically significant coefficient, the one on unemployment for 
those aged 25-64.  

                                                 
23 Interestingly, while our labor demand shifters of the previous section (relating to aggregate 
trends in employment composition and exposure to trade and exchange rate volatility) do a good 
job in predicting first-stage unemployment among those aged 25-64, they are only weakly related 
to unemployment among those aged 18-24. 
24 Because of the logarithmic transformation used in the baseline model, the estimated 
coefficients in the Poisson model are comparable to those presented in Table 6.We do not report 
the standard errors in our Poisson regressions. These standard errors are defined by the 
conditional mean of the dependent variable, which is a poor assumption.  
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Table 8. Robbery and drug possession: dealing with censoring 

 Robbery Drug possession 

 

Poisson 
regression 

model 

Fixed effects 
regression on 
recoded data 

Poisson 
regression 

model 

Fixed effects 
regression on 
recoded data 

Proportion unemployed  13.927 19.329 -0.344 -1.085 
aged 18-24  (12.859)  (11.220) 
Program take-up rate  -5.008 -2.648 -7.035 -2.262 
aged 18-24  (3.899)  (3.262) 
Proportion unemployed  3.322 2.078 5.605 10.149** 
aged 25-64  (4.478)  (4.297) 
Program take-up rate  -0.247 0.137 -0.450 0.142 
aged 25-64  (0.915)  (0.808) 
Observations 1437 1437 1437 1437 
Note: Standard errors are shown in parenthesis. They are robust to heteroscedasticity and consistent with 
respect to serial correlation within the municipality. In addition to the variables shown in the table, all 
regressions include a complete set of municipality and year effects, and the time-varying variables shown in 
Table 2. ** and * denote significance at the five and ten percent level, respectively. All observations are 
weighted by the area and time specific size of population. 

 
Summing up, we find no strong evidence that youth unemployment, and 

labor market programs targeted to the young, have an impact on those crimes 
where young offenders are known to constitute a large share of the total. Thus, 
our study gives no support to those policymakers who argue that youth 
unemployment is an important factor in creating criminal environments. In 
view of our robust evidence that general unemployment has an impact on some 
broad crime categories we find these results puzzling. There are, however, 
possible explanations. The weak association between youth unemployment and 
youthful crimes could reflect that many of those involved in criminal activity in 
the youngest age cohorts still attend school. Among young men in the age-
group 15-18, a group that is heavily over-represented when it comes to crimes 
like robbery, assault, and damage crimes, about 95 percent attend secondary or 
upper-secondary school (see Björklund, Edin, Fredriksson and Krueger 
(2004)). The absence of a clear negative impact of youth programs on youth 
crime could reflect that youth involved in criminal activity manage to opt out 
of the programs; i.e. there is a selection of non-criminal youth into programs.  
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6 Conclusions 
 
Today, most economists would probably agree that microeconomic data sets 
containing information about the criminal record and other background 
variables of individuals offer a better way of identifying behavioral responses 
than aggregate data. Yet, because of the paucity of such microeconomic data 
most students of crime have resorted to the use of aggregate data, where 
identification is achieved from observing the regional correlation between 
crime and unemployment. This, however, is not an easy task. Though our use 
of panel data from a period with extraordinary shocks to unemployment can be 
expected to mitigate important problems due to e.g. omitted variables and 
reverse causation, we acknowledge that our results should be interpreted with 
caution.  

Our findings can be summarized as follows. First, even in a welfare state 
where social insurance cushions a substantial part of the income loss from job 
displacement, a shock to general unemployment has a statistically and 
economically significant impact on main categories of property crime. This 
finding appears robust to alternative modeling assumptions. Second, and 
contrary to much popular wisdom, we could not establish a clear association 
between youth unemployment and the incidence of youthful crimes. Third, we 
found no evidence that labor market programs reduce crime.  

A final observation is that prime-aged unemployment, measured by 
unemployment for those aged 25-64, is robustly correlated with main 
categories of youthful crimes, including drug possession. This finding is 
consistent with the idea, expressed in the sociological mobility literature, that 
unstable life conditions of parents can be expected to have adverse spillover 
effects on the life-choices of their children. Studying the link between the labor 
market opportunities of parents and the criminal record of their children seems 
like an important topic for the future. 
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Appendix 
  
A.1 Definitions of variables 
 
Table A1. Definitions of crime variables 

Variables Definitions 
All crimes All crimes reported in the municipality during the year. 
Burglary All burglary, not including firearms. 
Theft All thefts from vehicles, in public places, restaurants, shops, 

schools etc. Also including shoplifting and pickpocketing. 
Auto theft All car thefts, both attempted and completed. 
Assault All assaults, not with fatal ending, against children, women and 

men. 
Assault against man,  
unfamiliar with the victim 

Assault against male where the perpetrator is unfamiliar with 
the victim, both outdoors and indoors. 

Damage crime All damage crime, including graffiti.  
Robbery All robbery against the person. 
Possession of drugs Including possession of drugs and own usage. 
Note: All variables are number of crimes reported to the police per 100,000 inhabitants. 
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Table A2. Definitions of control variables 

Variables Definitions 
Proportion unemployed aged 18-64, 18-
24 and 25-64. 

Number of unemployed individuals out of total 
population in relevant age-group. 

Proportion unemployed in labor market 
programs, aged 18-64, 18-24 and 25-64. 

Number of individuals in labor market programs 
out of total number of unemployed individuals in 
relevant age-group. 

Proportion not born in Sweden Number of individuals not born in Sweden out of 
total population. 

Income per capita (in kronor) Taxable income per capita. 
Age distribution Proportion of individuals in different age-groups 

out of total population. 
Proportion of men Number of men out of total population. 

Proportion with no high-school degree 
Proportion of the population with at most nine 
years of schooling. 

Proportion with high school degree Proportion with between 10 and 12 years of 
schooling. 
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A.2 Results for the baseline specification 
 
Table A3. Results for the control variables corresponding to the results in 

Table 3. 

 All crime Burglary Theft Auto-theft Assault 
Income per capita  -6.2e-06** -3.4e-06 -6.7e-06** -1.7e-05** -8.4e-06*** 
(in kronor) (3.0e-06) (5.4e-06) (3.4e-06) (7.6e-06) (3.3e-06) 
Proportion not born 0.369 -4.067 -1.766 -4.763 3.742 
in Sweden (2.123) (3.400) (2.910) (4.424) (2.516) 
Age distribution:      
   prop. aged 0-15 -1.546 -2.975 1.692 6.714 -4.481 
 (2.855) (4.880) (3.578) (6.825) (3.941) 
   prop. aged 16-19 -3.475 -7.119 -1.710 10.823 6.558 
 (4.561) (6.310) (5.655) (8.430) (5.633) 
   prop. aged 20-24 -7.589*** -11.739** -9.176*** -2.671 -5.335 
 (2.947) (5.564) (3.646) (7.503) (3.964) 
   prop. aged 25-54 1.929 1.423 2.711 3.838 -2.009 
 (1.362) (2.196) (1.736) (2.930) (2.075) 
Prop. with no  1.859 -0.789 2.464 3.602 -2.555 
high-school degree (2.143) (3.777) (2.615) (5.199) (2.961) 
Prop. with 4.548*** 5.467** 6.926*** 7.282* -0.453 
high-school degree (1.299) (2.718) (1.655) (4.152) (1.765) 
Proportion of men -5.256 -9.791 -2.848 -2.330 -3.193 
 (4.808) (9.192) (6.108) (11.864) (6.963) 
Note: Robust standard errors are shown in parenthesis. In all regressions the dependent variable is the log of 
the crime rate per 100,000 residents. In addition to the variables shown in the table, all regressions include a 
complete set of municipality and year effects.  ***, ** and * denote significance at the one, five and ten 
percent level, respectively. The weighted fixed effects model weighs all observations by the area and time 
specific size of population. 
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A.3 Descriptive statistics, alternative earnings measures 
 
This section explains how we constructed the three instruments that constitute 
our benchmark instrument set. Our first two instruments were constructed by 
interacting initial employment composition at the municipality-level with the 
national trend in industrial growth to construct measures of the change in labor 
demand in different municipalities. Specifically, let the aggregate growth rate 
in industry j between time t and time t-1 be  
 

1
1,

, −=
−tj

tj
j L

L
g      (A1) 

 
where  is number of employed workers in industry j at time t in the 
country. 

tjL ,

Our first instrument for unemployment in municipality i will then be these 
national growth rates interacted with the municipality-specific composition of 
industrial employment, lagged one period:  
 

( )[ ]∑ −− +×=
j

tjijtjii LgLInstrument 1,,1,,1   (A2) 

 
Our second instrument will be the corresponding interaction but with 

industrial composition of employment lagged 2 periods: 
 

( )[ ]∑ −− +×=
j

tjijtjii LgLInstrument 2,,2,,2 .  (A3) 

 
Our raw data is taken from the RAMS database of Statistics Sweden. This 

register-based data base includes information about all individuals who have 
their residence in Sweden, their work places, and the sectoral affiliation of the 
work place. In our application we construct our instruments for 288 
municipalities, and we differentiate between industries at the two-digit level.  

Our third instrument interacts a measure of a municipality’s exposure to 
international trade with a trade-weighted exchange rate. Specifically, we use 
the RAMS database to compute the share of employed workers in a given 
municipality in year 1994 who were employed in industries producing 
manufacturing goods. Our third instrument then becomes: 
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11994,3 −×= tii TCWingManufacturInstrument ,           (A4) 
 
where  is the 1994 share of manufacturing employment in 

municipality i, and TCW  is the lag of the Total Competitiveness Weight 
Index of the Swedish Riksbank. The TCW-index measures the Swedish 
exchange rate against 21 different countries, where the weights for the 
currencies are based on imports and exports of produced goods. 

1994,iingManufactur

1−t

 
A.4 The strength of our instruments 
 
Table A4. First stage regressions of municipality unemployment and program 

take-up rates on instruments 

 Unemployment Program take-up rate 
National employment composition trend no 1 -2.70e-07*** 

(3.98e-08) 
5.33e-07*** 
(2.05e-07) 

National employment composition trend no 2 1.05e-07*** 
(2.57e-08) 

-4.59e-07 
(2.83e-07) 

Trade exposure 1.33e-08* 
(7.19e-09) 

1.42e-08 
(3.40e-08) 

F-statistics 
(Prob > F) 

26.59 
(0.0000) 

3.79 
(0.0102) 

Note: Robust standard errors are shown in parenthesis. In addition to the variables shown in the table, all 
regressions include the time-varying control variables of Table 2, as well as a complete set of municipality 
and year effects. ***, ** and * denote significance at the one, five and ten percent level, respectively. The 
table also reports the F-statistic, and the associated p-value, when testing the hypothesis that the coefficients 
on the three instruments are all zero in the first stage regression. All observations are weighted by the area 
and time specific size of population.  
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Earnings and crime:                 
The case of Sweden# 

 
 
 

                                                

1 Introduction 
 
Earlier research has shown that the unemployment rate affects some major 
crime categories, especially property crime, in Sweden.25 Higher 
unemployment leads to e.g. more auto theft and burglary. There is also a large 
international literature indicating that low wages and income inequality affect 
crime rates. For reviews of this literature, see e.g. Bourguignon (2001), Eide 
(1999) and Freeman (1999). There is, however, no study of these relationships 
using Swedish data; hence, the aim of this paper is to investigate whether there 
is a separate effect of the income of low-skilled workers and income inequality 
on crime rates in Sweden. 

Economic theories of crime explain variations in crime rates through the 
varying incentives and deterrents faced by individuals. Following Becker 
(1968), it is assumed that the individual chooses whether to engage in criminal 
activities by comparing the returns from those activities to the returns from 
working legally. Presumably, the expected returns to illegal activities to a great 
extent depend on the opportunities provided by potential victims and could 
therefore be seen as proportional to the average income in society. However, 
the cost of committing crime increases with the potential legal income of the 
criminal, through the opportunity cost of time. Hence, the cost of committing 
crime is low for workers with a low income and in the presence of considerable 

 
# I have benefited from helpful comments by Jonas Agell, Matz Dahlberg, Per-Anders Edin, 
Peter Fredriksson, Anna Larsson, Matthew Lindquist, Oskar Nordström Skans, Peter Skogman 
Thoursie and Per Pettersson Lidbom as well as from seminar participants at the Economic 
Council of Sweden, IFAU and Stockholm University. I would also like to thank Helge 
Bennmarker and Leif Petersson for providing the data. This research was funded by a grant from 
the Institute for Labour Market Policy Evaluation (IFAU). 
25 See Edmark (2003) and Nilsson and Agell (2005). 
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income inequality, the gap between the average income and the potential legal 
income of low-skilled workers will be large and give incentives for people at 
the bottom part of the income distribution to commit crime. 

In one of the first empirical papers on the economics of crime, Ehrlich 
(1973), analyzed the variations in crime rates across U.S. states and found a 
strong positive correlation between income inequality, measured by the 
percentage of the population with an income below one half of the median 
income, and property crime. More recently, Freeman (1994, 1996) emphasizes 
the role of falling real earnings of the less educated in the high crime rate in the 
United States, Gould et al (2002) use U.S. county-level data and show that the 
decline in wages of unskilled men can explain more than 50 percent of the 
increase in both violent and property crime during the 1980s and 1990s while

 

Machin and Meghir (2004) find an effect of wages of less skilled workers in 
the U.K. on property crime, using data on police force areas for the period 
1975–1996.26 In a cross-sectional study on U.S. counties, Kelly (2000) finds 
property crime to be significantly influenced by poverty27 and Bourguignon et 
al (2003) argue that criminals in Colombia are to be found among people living 
in households where the income per capita is below 80 percent of the mean. 
The share of the population in that group and their mean income relative to the 
overall population appear to be main determinants of variations in the property 
crime rate. The literature thus indicates a link between the income of low-
skilled workers, income inequality and crime. This paper studies whether there 
exists such a relationship in Sweden. 

This paper uses a new panel dataset covering all Swedish counties during 
the period 1975–2000. I have access to individual-level income information, 
which allows me to construct various measures of the income distribution, 
considering income measures based on annual labor earnings as well as annual 
disposable income. I construct measures of the changes in the distribution of 
earnings and disposable income at the county-level from the individual-level 
register-based longitudinal dataset LINDA, which is a representative sample 

                                                 
26 Moreover, Grogger (1998) uses individual level data and concludes that falling real wages 
played an important role in the increase of youth crime during the 1970s and 1980s in the U.S., 
and Imrohoroglu et al (2000) conclude that increased inequality has prevented a larger decline in 
crime in the U.S. Other papers studying the effect of income inequality on violent crime are 
Demombynes and Özler (2002), Entorf and Spengler (2000) and Fajnzylber et al (1998, 2002). 
27 Kelly (2000) measures poverty as the proportion of the population below the poverty rate, 
subtracting single mothers and people below 18 and above 65. Kelly (2000) argues that these 
groups should be excluded because of their limited means to resort to crime in response to their 
situation. 
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covering 3.4 percent of the population annually.28 Figure 1 illustrates the 
evolution of median earnings and the 25th percentile of the earnings distribution 
(in 1980 SEK). Both measures evolved in a similar manner until the beginning 
of the 1990s, when the earnings at the 25th percentile decreased in comparison 
to median earnings. Since 1995, the development is once more parallel, 
although the distance between median earnings and the earnings at the 25th 
percentile is larger than before 1990. This study analyzes whether this relative 
deterioration in the earnings of less skilled workers has affected the overall 
crime rate, as well as specific property crime rates. I also consider several 
measures of earnings inequality, taking both the top and the bottom of the 
distribution into account. Measures of disposable income will be considered as 
a sensitivity analysis. In addition to the income measures, I control for various 
demographic and economic characteristics of the county and include county 
and time-fixed effects as well as county-specific time trends. 
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Figure 1 The percentiles of the earnings distribution are the national means of the 
corresponding percentiles in all counties each year. The measures are calculated using 
the individual earnings measure in LINDA for all men aged 25–64.  
 

My results indicate that the effect of low earnings on crime in Sweden is, at 
best, weak. The low earnings measures have no effect on the overall crime rate, 
the number of burglaries or the robbery rate. I do, however, estimate a small, 
but significant, effect of low earnings on the number of auto thefts. The results 
imply a 0.1-percent decrease in the number of auto thefts caused by a ten-

 42

                                                 
28 The data set includes approximately 300,000 individuals each year. For details about LINDA, 
see Edin and Fredriksson (2000). 



percent increase in the earnings at the 25th percentile. Further, there is an 
unambiguous link between unemployment and property crime. According to 
my results, a one-percentage point drop in the unemployment rate would 
decrease the overall crime rate, the number of auto thefts and the robbery rate 
by approximately 1.2, 6.3 and 4.2 percent, respectively. These findings are in 
contrast with the results from, for example, the United States where wages are 
found to have a stronger impact on crime than unemployment. The differing 
results could, at least partly, be explained by the fact that during the period 
investigated, Swedish unemployment has been, of a more permanent nature 
than U.S. unemployment, and that transitory earnings fluctuations appear to 
dominate the Swedish earnings distribution for young men, a part of the 
population committing a disproportionate share of many crimes. 

The next section presents the empirical specifications that will be estimated 
in the paper, some of which are inspired by the existing literature, while others 
are more modified to the Swedish environment. Section 3 describes the data 
and section 4 presents the results and addresses specification issues. Section 5 
discusses possible explanations for the weak effect of low earnings on Swedish 
crime rates, and the final section concludes. 
 
2 Empirical specifications 
 
In the economic theory of crime, an individual chooses between legal and 
illegal activities by comparing the returns to these activities within the frame-
work of the economic theory of choice under uncertainty. It is not necessarily a 
choice between two mutually exclusive activities, but a choice of determining 
the optimal allocation of time between competing legal and illegal activities.29 

The expected returns to illegal activities depend on the opportunities pro-
vided by potential victims of crime. If criminals were unable to choose their 
targets, the expected gain from crime would be proportional to the average 
income in society. However, the cost of devoting time to illegal activities 
depends on the opportunity cost of time. The opportunity cost is the returns to 
legal activities, which is a function of the individual’s ability, education and 
other legitimate training. In a society with considerable income inequality, the 
gap between average income and the potential legal income of low-skilled 
workers will be large and hence, give incentives for people at the bottom part 
of the income distribution to commit crime. 

                                                 
29 See e.g. Grogger (1998) for a theoretical model allowing an individual to work in the legal 
labor market and commit crime during the same period. 
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Many studies have investigated the effect of income inequality on crime, the 
majority of these using data from the U.S., but there are also studies on the 
effect of income inequality on crime in, for example, the U.K. and Colombia. 
As a starting point, I consider the empirical specification of Machin and 
Meghir (2004) and then extend the analysis to investigate specifications more 
modified to the Swedish environment. 

Machin and Meghir (2004) study the effect of changes in wages at the 
bottom end of the wage distribution on different property crime rates, using 
data on the police force areas of England and Wales between 1975 and 1996. In 
their benchmark fixed-effects specification, Machin and Meghir (2004) let the 
dependent variable be the log odds ratio of a certain crime category, a result 
from their structural model, which aims at modeling the aggregate probability 
of engaging in criminal activities.30 The log of the wage at the 25th percentile of 
the wage distribution in the specific area is included as an explanatory variable, 
together with the share of the population aged 15-24 and the log of the 
conviction rate. The share of the population aged 15-24 is included because of 
the over-representation of young people in crime statistics and because this 
share could be negatively correlated with the wage measure. As an extension, 
they also include a measure of the net return to crime, measured from a 
victimization study, where crime victims had been asked to report the value of 
the stolen property.  

The first specification to be estimated will hence be inspired by the 
specification of Machin and Meghir (2004). However, in contrast to their study, 
I will estimate a semi-logarithmic specification, for ease of comparison with 
previous studies of determinants of Swedish crime rates, where the coefficients 
have the interpretation of semi-elasticities (i.e. they show the percentage 
change in the crime rate due to a unit change in any of the explanatory 
variables). The starting point for the analysis is thus the following model: 
 
          ititittiit ClYouthMthCrime 321 25)ln( βββλα ++++=   (1) 
 
where  is the number of crimes reported to the police per 100,000 
residents in the county of the crime category investigated, while 

itCrime

iα  and tλ  are 

                                                 
30 The model considers value-functions of four combinations of working and engaging in crime. 
Assuming the unobservables to be distributed as extreme values, the probability of each option is 
logistic. Taking the log odds ratio, which is approximated by a linear function, helps aggregating 
at the regional level. 
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county- and year-fixed effects.31  is the earnings at the 25itth25 th percentile, 
while YouthM  is the proportion of men aged 15-24it

                                                

32 in the county and Cl  
is the clear-up rate for the specific crime category. Further, it should be noted 
that throughout the paper, all variables are weighted by the county- and time 
specific population and the standard errors are robust to heteroscedasticity.

it

33 
I lack data on conviction rates, which was the deterrence variable in the 

specification of Machin and Meghir (2004); hence, I instead include the clear-
up rate of each crime category.34 Examining the effect of clear-up rates on 
crime should be done with caution, since there is a potential problem of reverse 
causation. For example, if the number of police officers is kept constant in a 
county where crime is rising, the increase in crime is likely to cause a reduction 
in the clear-up rate. This is to say that there will be a causal and negative effect 
of crime on the clear-up rate, causing a downward bias in the coefficient on the 
clear-up rate.  

To more extensively control for county-level demographic and economic 
factors, I will, as a first extension of this benchmark specification, include the 
proportion of foreign citizens, controlling for their over-representation in the 
crime statistics.35 Moreover, from previous research it is known that the 
unemployment rate has an effect on property crime in Sweden.36 The 
unemployment rate is not included in the benchmark model of Machin and 
Meghir (2004), with the explanation that wages explain both the return to work 

 
31 Besides controlling for time-invariant heterogeneity, the fixed effects to some extent help in 
addressing potential problems of measurement error. For example, the number of recorded 
crimes most likely underestimates true criminal activity. If this measurement error varies 
systematically across counties and time, my results could be biased. The empirical specification 
with fixed effects helps reduce this problem by eliminating the influence of measurement errors 
that (a) remains constant over time and (b) varies in accordance with a general time-trend. See 
Nilsson and Agell (2005) for a more detailed discussion on measurement errors in Swedish crime 
data. 
32 Machin and Meghir (2004) include a measure of the proportion of both men and women aged 
15-24, but it is actually the men in that age group who are over-represented in the crime 
statistics.  
33 I have chosen not to use the cluster-estimator in the benchmark specification, since it is known 
to have good properties only when the number of groups is large relative to the number of 
clusters. For a discussion of inference problems in the presence of group effects when the 
number of groups is small, see e.g. Wooldridge (2002, 2003).  
34 The clear-up rate is measured as the percentage of all reported crimes (in one specific category 
in one county) that are solved in the same year that they are reported. The conviction rate used by 
Machin and Meghir (2004) is defined as the number of convictions divided by the total number 
of reported crimes against the property. 
35 Preferably, I would include the proportion of individuals not born in Sweden, but I do not have 
any data on this before 1984. However, the two variables are highly correlated. 
36 See Nilsson and Agell (2005) for an extensive analysis of the effect of unemployment on 
Swedish crime rates. 
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and the employment decision. However, this is only true if there are no factors, 
such as minimum or efficiency wages, creating involuntary unemployment. In 
Sweden, there are no statutory minimum wages, but the labor market is 
characterized by strong unions and labor market regulations, making it 
unreasonable to assume no involuntary unemployment. The effect of 
unemployment on crime is probably both a "lack-of-activity" effect and an 
income effect. Unfortunately, I cannot separate the two effects, potentially 
causing the unemployment coefficient to capture part of the earnings effect. 
The inclusion of the unemployment rate in the analysis could therefore lead to 
under-estimated coefficients on the earnings measure. 

It also seems reasonable to take the return to crime into consideration. This 
is done by Machin and Meghir (2004) by including a measure derived from a 
victimization study where crime victims had been asked to report the value of 
the stolen property. Unfortunately, I have no access to such data. However, 
theory predicts that the returns to illegal activities could be seen as proportional 
to average income in society.37 An increase in overall earnings should imply 
more theft-worthy goods, and most likely a higher return to property crime.38 
Hence, in addition to the earnings at the 25th percentile, I will include median 
earnings in the specification. I choose to include median earnings instead of 
mean earnings since it is less correlated with earnings at the 25th percentile, 
thus diminishing a potential problem of multi-collinearity.  

Finally, in the most far-reaching specification, I will more extensively take 
advantage of the panel structure of the data and allow for county-specific time 
trends. Assuming the unobserved covariates to be constant within a county for 
26 years, or that they are changing over time in accordance with a national time 
trend, is restrictive. Including county-specific trends relaxes the restriction and 
allows the trend to vary across counties, eliminating the within-county 
variation caused by factors that are county specific over time. For a more 
detailed discussion on the issue, see Friedberg (1998) and Raphael and Winter-
Ebmer (2001).  

The most complete model estimated will thus be: 
 

                                                 
37 The argument concerning the returns from illegal activities follows Ehrlich (1973). 
38 In addition to reflecting the returns from illegal activities, the literature also indicates other 
reasons for why average income might be of importance for the incidence of property crime. For 
example, more prosperous areas might devote larger resources to crime preventing activities, 
potentially decreasing property crime. Average income has also been suggested to capture an 
effect of alcohol consumption on crime, given that the income elasticity of alcohol consumption 
is positive. For a more detailed discussion, see e.g. Raphael and Winter-Ebmer (2001). 
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where iγ  are the county-specific coefficients on a linear time trend,  
is county median earnings, U  is the county unemployment rate, and  is 
the proportion of foreign citizens.  

itMedian

itFCit

An important specification issue is the possibility of a correlation between 
the residual in (2) and my earnings variables. Such endogeneity problems can 
arise for different reasons. First, if my earnings variables are measured with 
error, there will be a bias in the fixed-effect regression. Second, if there are 
omitted variables correlated with my measures of earnings, there will be a bias 
in my estimates of the earnings coefficient. Third, if earnings are, to some 
extent, jointly determined with my crime variables, my estimates will be 
contaminated by simultaneity bias.  

Considering potential measurement errors in my earnings variables, the 
earnings measure is based on filed tax reports, which can be considered to be of 
good quality. Concerning omitted variable bias, I believe my fixed-effects 
specification with county-specific trends to do a good job in reducing the 
potential influence of omitted variables. Below, I will also report results from 
an indirect approach of assessing the influence of omitted variables. The risk of 
endogeneity bias stemming from a reverse causality between the earnings 
distribution and crime deserves some consideration, however. There is a 
possibility that an increasing number of crimes in an area induce an outflow of 
firms and high-income individuals. This would imply a causal link from crime 
to county earnings leading to biased estimates. However, this simultaneity bias 
is most likely a problem at the municipality rather than at the county level, and 
there is no evidence of crime-induced migration between counties in Sweden. 
Widerstedt (1998) studies the determinants of moving to a new county in 
Sweden. Although she does not directly test for whether higher crime rates lead 
to an outflow of high-income individuals, her evidence suggests that the higher 
the income, the lower is the probability of moving to a new county. Hence, I 
deem there to be reasons to believe that reverse causation is – for my purpose – 
a second-order issue.39  
                                                 
39 Another specification issue that must be considered when studying the determinants of crime is 
related to  "crime-spillovers", see Nilsson and Agell (2005). The issue of crime-spillovers must, 
however, also be considered as more significant at the municipality rather than at the county 
level, since counties constitute a much larger geographical area. While there are 289 
municipalities in Sweden, there are only 21 counties. 

 47



3 The data 
 
The panel data set includes annual data from 21 Swedish counties for the pe-
riod 1975–2000.40 The crime data were provided by The National Council for 
Crime Prevention. I focus on the effect of the earnings distribution on the 
overall crime rate and three major property crime-categories: burglary, auto 
theft and robbery (although robbery must be considered as a combination of 
property and violent crime). Table 1 shows the descriptive statistics for the 
crime variables. The county of Stockholm accounts for all the maximum-values 
of the crime variables, whereas the counties of Gotland, Blekinge and Jämtland 
share the minimum-values. The final column shows the standard deviation that 
remains after netting out all variation due to fixed county and time effects.  
 
 
Table 1 Descriptive statistics, crime variables 

Variables  Min  Max  Mean  Standard 
deviation  

Standard deviation 
net of FE 

All crimes  5400.2  21600.8  10693.9  2787.0 819.3 
Burglary  687.1  3383.4  1398.0  418.3  191.6 
Auto theft  119.9  1926.3  442.0 241.5  104.4 
Robbery  1.8  210.7  31.5 30.8  10.4 

Note: All crime categories are expressed as the annual incidence per 100,000 residents. The complete panel 
consists of 546 observations for 21 counties during the period 1975–2000. The variables are more carefully 
explained in Appendix 2. 
 

Figures 2–3 show the evolution of the different crime categories since 1975. 
All crime rates have increased, except the burglary rate, which has been 
volatile from year-to-year, but shows no discernible trend. 

                                                 
40 During this period, there have been changes in the county-structure, in 1997 Kristianstad and 
Malmöhus county jointly became Skåne county and in 1998, Göteborg- & Bohus-county, Älvs-
borg and Skaraborg were merged into Västra Götaland county. I use the latter classification 
throughout the whole period, leaving me with 21 counties. 

 48



 

0
2000
4000
6000
8000

10000
12000
14000
16000

19
75

19
80

19
85

19
90

19
95

20
00

0
200
400
600
800
1000
1200
1400
1600
1800
2000

Overall crime Burglary

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2 The total number of crimes per 100,000 residents reported to the police is on 
the left axis, and the number of burglaries per 100,000 residents on the right. 
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Figure 3 The number of auto thefts per 100,000 residents reported to the police is on 
the left axis, and the number of robberies per 100,000 residents on the right. 
 

The data used to construct various measures of the earnings distribution are 
taken from the register-based longitudinal data set LINDA; see Appendix 1 for 
more information. The data set builds on a representative sample of the 
population starting in 1960 covering 3.4 percent of the population annually, 
which implies approximately 300,000 individuals. I focus on reported earnings 
of the male population of working age 25–64, giving a sample of about 75,000 
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individuals per year. The reason for only using the earnings of males is that 
during the relevant period, there was a large shift in female labor market 
participation. Including the earnings of females would thus give an inconsistent 
measure of the evolution of earnings over time.  
 
Table 2 Descriptive statistics, control variables  

Variables  Min  Max  Mean  Standard   
deviation  

Standard 
deviation 
net of FE 

25th earnings percentile 32915.3 72218.6 56786.7 6764.0 2020.0 
Median earnings 69381.6 90363.1 76784.3 5203.1 1177.3 
Unemployment  0.008  0.128  0.043  0.026  0.006 
Proportion of men aged 15–24  0.055  0.080  0.068  0.005  0.002 
Proportion of foreign citizens  0.006  0.100  0.039  0.020  0.004 
Clear-up rates:      
   All crimes  0.11  0.35  0.210  0.038  0.023 
   Burglary  0.02  0.7  0.104  0.063  0.048 
   Auto theft  0.04  0.49  0.194  0.090  0.035 
   Robbery  0.06  0.82  0.287  0.111  0.089 
Note: All earnings variables are computed from the individual annual earnings measure included in LINDA 
and measured as annual earnings in 1980 SEK. The clear-up rates are measured as the percentage of all 
reported crimes (in one specific category) solved in the same year that they are reported. The complete panel 
consists of 546 observations for 21 counties during the period 1975–2000. However, there are three missing 
observations for the county of Gotland. The variables are more carefully explained in Appendix 2. 

 
I construct measures of the county-specific earnings distribution using a 

measure of earnings including sickness benefits, but not pensions and unem-
ployment insurance. Table 2 presents the descriptive statistics for the earnings 
at the 25th percentile and median earnings. Since unemployment benefits are 
not included in my earnings measure, all unemployed individuals are registered 
as having zero earnings during their unemployment spell. When constructing 
the earnings measures, all individuals with zero earnings have been excluded in 
an attempt at only measuring the earnings of the working population.41 

Table 2 also presents descriptive statistics for other economic and 
demographic factors. The National Labour Market Board provided me with 
data on the unemployment rate as a percentage of the county labor force. 
Statistics Sweden has provided me with data on the proportion of men aged 15–
24, and the proportion of foreign citizens, which will account for the over-

                                                 
41 The restriction to positive earnings is standard in the earnings mobility literature; see e.g. 
Gottschalk and Moffitt (1994). 
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representation of those groups in the crime statistics. From The National 
Council for Crime Prevention, I retrieved a measure of the clear-up rate for 
each crime category, measured as the percentage of all reported crimes (in one 
specific category in one county) that are solved in the same year that they are 
reported. The final column in Table 2 reports the standard deviation that 
remains after netting out all variation, due to fixed county and time effects. 
This residual variation is marginally larger for the unemployment rate than for 
the variables capturing the age distribution and the proportion of foreign 
citizens. The clear-up rates, however, display the largest residual variations by 
far. Comparing the residual variation of the unemployment rate and the low 
earnings measure, the unemployment rate loses almost 80 percent of the 
standard deviation when taking fixed effects into consideration, while the 
corresponding figure for the low earnings measure is 70 percent. All variables 
are more carefully explained in Appendix 2. 
 
4 Results 
 
4.1 Benchmark model 
Table 3 presents the results for the benchmark specification, inspired by 
Machin and Meghir (2004). The coefficient on the 25th earnings percentile is 
negative and statistically significant at the ten-percent level for auto theft. The 
magnitude of the coefficient is, however, very small; a ten-percent increase in 
the earnings at the 25th percentile would imply a 0.05 percent decrease in the 
number of auto thefts. The marginal effects are reported in the last row of 
Table 3.42 The coefficient on the low earnings measure is positive but 
insignificant for the other crime categories. The small effects estimated here 
should be compared to those estimated by Machin and Meghir (2004), who 
find that a ten-percent increase in the wage at the 25th percentile implies a 0.8 
percentage point lower property crime rate. For vehicle crime,43 they report a 
corresponding effect of 0.5 percentage points. 
 
 

                                                 
42 The coefficient in front of the 25th percentile, 1β , represents the change in crime in percent 
due to an increase of 1 SEK in the earnings at the 25th percentile. The overall mean value of the 
earnings at the 25th percentile for my panel is 56,787 SEK. The effect of a ten-percent increase in 
the earnings at the 25th percentile would thus imply a 0 1567871. β××  percent change in the 
crime rate. 
43 Vehicle crime includes both theft of and from a vehicle, as well as criminal damage to a 
vehicle. My auto theft measure only includes theft of a vehicle. 
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Table 3 Benchmark model  

  Overall 
crime 

Burglary Auto theft Robbery 

25th earnings percentile 5.3e-07 1.7e-06 -9.4e-06* 8.3e-07 
  (1.9e-06) (3.9e-06) (5.1e-06) (5.0e-06) 
Clear-up rate -0.555*** -0.529* 0.117 -0.149** 
 (0.195) (0.285) (0.294) (0.075) 
Men aged 15–24  6.336*** 17.313*** 15.647*** 14.191*** 
  (1.993) (4.220) (5.437) (4.564) 
Observations 546 546 546 543 
Adjusted R-square  0.954 0.836 0.910 0.963 
Marginal effect, 25th percentile 0.003 0.01 -0.05 0.005 
Note: The marginal effect is the change in the crime rate in percent caused by a ten-percent increase in 
earnings at the 25th percentile. Standard errors are in parenthesis. All standard errors are robust to 
heteroscedasticity. In addition to the variables shown in the table, all regressions include a complete set of 
municipality and year effects. The complete panel consists of 546 observations for 21 counties during the 
period 1975–2000. For robbery, there are three missing observations on the clear-up rate for the county of 
Gotland. ***, ** and * denote significance at the one, five and ten percent level, respectively. 

 
The coefficients on the clear-up rate are negative and statistically significant 

for all the specific crime categories except auto theft. However, since I was 
concerned with a potential downward bias of this coefficient, I cannot say a 
great deal about the relationship between the clear-up rate and the number of 
crimes.44 The proportion of young men in the county has a clear positive effect 
on all crime rates. The coefficient is significant at the one-percent level in all 
specifications. The coefficient for overall crime suggests an increase in the 
overall crime rate of 6.3 percent, following a one-percentage point increase in 
the proportion of men aged 15-24. My next task is to examine whether these 
results survive a more careful analysis. 

 
4.2 Extended model 
To more extensively control for county-level demographic and economic 
factors, I will, as a first extension of this benchmark specification, include the 
proportion of foreign citizens, controlling for their over-representation in the 
crime statistics. A measure of median earnings is also included to control for 
the return to crime. Further, from previous research, the unemployment rate is 
known to have an effect on property crime in Sweden, which is accounted for 
by adding the overall county unemployment rate to the specification. The effect 
of unemployment on crime is, however, partly an income effect. The inclusion 
                                                 
44 In the extended model below, I report results from an indirect approach to test the assumption 
of exogeneity concerning clear-up rates.  
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of the unemployment rate in the analysis could therefore lead to under-
estimated coefficients on the low earnings measure. To investigate the extent of 
this potential under-estimation, the unemployment rate will not be included in 
the first specification.  

                                                

Table 4 presents results from three specifications where the total number of 
crimes per 100,000 residents is the dependent variable. Specification (1) 
includes all control variables mentioned above except unemployment, 
specification (2) extends the analysis by including the unemployment rate, and 
specification (3) is an expansion of specification (2), taking county-specific 
trends into consideration.  

As in Table 3, the coefficient on the 25th percentile of the earnings 
distribution displays a positive sign in the first two specifications, although the 
coefficient is statistically insignificant. In specification (3), however, after 
including county-specific time trends, the coefficient is still insignificant but 
negative. From specification (2), it is evident that the inclusion of the 
unemployment rate does not dampen the effect of low earnings. Median 
earnings, included to reflect the potential return to crime, exhibit the expected 
positive coefficient, significant at the five-percent level in the most extensive 
specification. Evaluated at the overall mean value of median earnings, a ten-
percent increase in median earnings would induce a 0.06 percent increase in the 
overall crime rate.45 The marginal effects of median earnings are reported in the 
last row of Table 4.  
 
 

 
45 As for the earnings at the 25th percentile, the coefficient in front of median earnings, 2β , 
represents the change in crime in percent due to an increase of 1 SEK in median earnings. The 
overall mean value of median earnings for my panel is 76,784 SEK. The effect of a ten-percent 
increase in median earnings would thus imply a 2767841.0 β××  percent change in the crime 
rate. 
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Table 4 Extended model, overall crime  

 (1) (2) (3) 
25th earnings percentile 6.5e-07 2.7e-06 -1.1e-06 
  (1.9e-06) (2.0e-06) (2.2e-06) 
Median earnings 0.00002*** 0.00002*** 7.7e-06** 
 (2.3e-06) (2.8e-06) (3.7e-06) 
Unemployment - 2.053*** 1.095* 
 - (0.660) (0.626) 
Clear-up rate -0.537*** -0.419** -0.187 
 (0.197) (0.189) (0.212) 
Men aged 15–24  5.256*** 5.193*** 7.128*** 
 (2.015) (1.963) (2.585) 
Foreign citizens 1.353 1.344 4.099*** 
 (0.876) (0.921) (1.431) 
Observations 546 546 546 
Adjusted R-square  0.954 0.955 0.965 
County-specific trends No No Yes 
Marginal effect, 25th percentile 0.004 0.02 -0.006 
Marginal effect, median earnings 0.15 0.15 0.06 
Note: The marginal effects are the change in the crime rate in percent caused by a ten-percent increase in 
earnings at the 25th percentile and median earnings, respectively. Standard errors are in parenthesis. All 
standard errors are robust to heteroscedasticity. In addition to the variables shown in the table, all 
regressions include a complete set of municipality and year effects. The complete panel consists of 546 
observations for 21 counties during the period 1975–2000. ***, ** and * denote significance at the one, five 
and ten percent level, respectively. 

 
The unemployment rate is estimated with a positive coefficient, significant 

at the ten-percent level in specification (3). A one-percentage point drop in the 
unemployment rate induces a reduction in the overall crime rate of 1.1 percent, 
relying on the most extensive specification. The coefficient on the clear-up rate 
is negative in all specifications, but it turns insignificant when county-specific 
trends are included. The coefficient on the proportion of men aged 15-24 is 
statistically significantly estimated at the one-percent level in all specifications. 
Relying on the most extensive specification, the coefficient indicates a 7.1-
percent increase in the overall crime rate, following a one-percentage point 
increase in the proportion of young men. The proportion of foreign citizens 
first conveys insignificant coefficients in the first two specifications. In 
specification (3), on the other hand, the coefficient is quite large and significant 
at the one-percent level, indicating this measure to be negatively correlated 
with the county-specific trends. 
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Although I have not yet found any evidence of a link between low earnings 
and crime in Sweden, it cannot be expected that we have seen the full picture 
when only having considered the overall crime rate. The measure of overall 
crime includes many different crime categories and one would not expect 
economic factors to have the same effect on them all. I will continue by 
studying the effect of earnings on more specific crime categories. Tables 5–7 
show results for the same three specifications as above, with the dependent 
variables being the three specific crime categories burglary, auto theft and 
robbery. 

The effect of low earnings varies between the different crime categories. As 
in Table 3, I estimate a positive effect of the 25th percentile on the number of 
burglaries in the first two specifications, significant at the ten-percent level in 
specification (2). However, including county-specific trends induces the 
coefficient to change signs. The pattern is similar for robbery, except that all 
coefficients are insignificant. For auto theft, the coefficient is negative in all 
specifications and significant at the one-percent level in specification (3). The 
coefficient is still very small and implies a 0.1-percent decrease in the number 
of auto thefts caused by a ten-percent increase in the earnings at the 25th 
percentile. Thus, the effect of low earnings can, at best, be considered as weak, 
since is seems to have no separate effect on the overall crime rate, the number 
of burglaries or the robbery rate.46 Further, it does not seem that the effect of 
low earnings "suffers", to any large extent, from the inclusion of the 
unemployment rate in the specification. For burglary and robbery, the 
coefficient on the low earnings measure marginally increases between 
specifications (1) and (2), while it marginally decreases for auto theft.  

Although I believe the problem of endogeneity to be small because of the 
use of county-level data as well as a restrictive specification, I here report 
results from two indirect approaches to evaluate the impact of endogeneity. 
First, to appreciate the influence of omitted variables bias, I stepwise extend the 
specification while observing the estimates on the variable of primary interest. 
If the estimates are robust to the inclusion of essential control variables (earlier 
proved to be determinants of crime), they can be presumed not to be highly 
sensitive to any omitted variables. Applying this approach to the low earnings 

                                                 
46 Although excluding individuals with zero earnings eliminates all individuals having been 
unemployed during the whole year, short-term unemployed will still be included in the earnings 
measure. Excluding all individuals with annual earnings below 100,000 in 1995 (a somewhat 
arbitrary amount but pre-tax earnings below this threshold must be considered as very low and 
cannot represent a full-time worker) and using earnings at the 25th percentile for the remaining 
individuals does not yield more significant results on the low earnings measure, and the 
coefficients are very similar to when only excluding individuals with zero earnings. 
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measure indicates that the coefficients on the earnings at the 25th percentile 
remain small, as I gradually extend the number of control variables and thus, I 
believe the problem of omitted variable bias to be a less serious issue. Second, 
to test the assumption of exogeneity of my low earnings measure, I perform a 
test of refutability, suggested by Angrist and Krueger (1999). The idea is to 
evaluate the impact of the specific control variable in samples where the effect 
is known to be zero. Results indicating a non-zero impact can be interpreted as 
an indication of a lingering endogeneity problem. When estimating the effect of 
low earnings on the twice lagged auto theft rate, the only crime-category for 
which I have found a significant impact of low earnings, I obtain a t-value of 
0.08. Hence, my significant effect of low earnings on the number of auto thefts 
does not seem to be driven by endogeneity.47 

Considering median income, it mainly produces positive coefficients. The 
exception is specification (2) for burglary, where I estimate a negative 
coefficient, significant at the five-percent level. However, when including 
county-specific trends, the coefficient becomes negative and insignificant. For 
auto theft and robbery, the coefficients are all positive and significant at the 
one-percent level. According to the most extensive specification, a ten-percent 
increase in median earnings would increase the number of auto thefts and 
robberies by 0.5 and 0.4 percent, respectively. 
 
 

                                                 
47 Although the interpretation of the test is somewhat unclear when starting with an insignificant 
estimate I have performed analogous tests for the other crime categories and obtain t-values of 
0.64 and 1.0 for overall crime and burglary, respectively. For robbery, on the other hand, the t-
value is 2.11, indicating a potential endogeneity problem.  
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Table 5 Extended model, burglary  

 (1) (2) (3) 
25th earnings percentile 1.9e-06 8.5e-06* -2.7e-06 
  (3.9e-06) (4.4e-06) (3.7e-06) 
Median earnings 6.8e-08 -0.00002** 7.9e-06 
 (6.8e-06) (7.5e-06) (6.5e-06) 
Unemployment - 7.059*** 1.485 
 - (1.599) (0.973) 
Clear-up rate -0.525* -0.414 0.008 
 (0.287) (0.253) (0.078) 
Men aged 15–24  15.478*** 14.824*** 7.450* 
 (4.212) (3.892) (3.934) 
Foreign citizens 2.221 1.966 3.348 
 (2.631) (2.269) (2.359) 
Observations 546 546 546 
Adjusted R-square  0.836 0.848 0.921 
County-specific trends No No Yes 
Marginal effect, 25th percentile 0.01 0.05 -0.02 
Marginal effect, median earnings 0.0005 -0.15 0.06 
Note: The marginal effects are the change in the crime rate in percent, caused by a ten-percent increase in 
earnings at the 25th percentile and median earnings, respectively. Standard errors are in parenthesis. All 
standard errors are robust to heteroscedasticity. In addition to the variables shown in the table, all 
regressions include a complete set of municipality and year effects. The complete panel consists of 546 
observations for 21 counties during the period 1975–2000. ***, ** and * denote significance at the one, five 
and ten percent level, respectively. 

 
The unemployment rate seems to be a robust determinant of property crime. 

For auto theft and robbery, all coefficients are quite large, positive and 
significant at the one-percent level. A one-percentage point increase in the 
unemployment rate would, according to my estimates, produce an increase in 
the number of auto thefts and robberies by 6.3 and 4.2 percent, respectively. 
The results for auto theft are in accordance with the findings of Nilsson and 
Agell (2005), where a one-percentage point increase in the unemployment rate 
was estimated to increase the number of auto thefts by 3.9 percent. For 
burglary, on the other hand, the coefficient in specification (3) is insignificantly 
estimated in comparison to the findings of Nilsson and Agell (2005), where 
unemployment was found to have a significant impact on burglary. 
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Table 6 Extended model, auto theft  

 (1) (2) (3) 
25th earnings percentile -9.1e-06* -3.4e-06 -0.00002*** 
  (5.0e-06) (5.2e-06) (6.4e-06) 
Median earnings 0.00004*** 0.00003*** 0.00006*** 
 (8.6e-06) (9.8e-06) (0.00001) 
Unemployment - 6.193*** 6.318*** 
 - (1.870) (2.117) 
Clear-up rate 0.122 0.237 -0.382 
 (0.291) (0.286) (0.280) 
Men aged 15–24  13.212** 12.867** 12.694* 
 (5.520) (5.419) (6.740) 
Foreign citizens 2.949 2.716 8.586** 
 (2.873) (3.013) (3.990) 
Observations 546 546 546 
Adjusted R-square  0.910 0.913 0.929 
County-specific trends No No Yes 
Marginal effect, 25th percentile -0.05 -0.02 -0.11 
Marginal effect, median earnings 0.31 0.23 0.46 
Note: The marginal effects are the change in percent in the crime rate caused by a ten-percent increase in 
earnings at the 25th percentile and median earnings, respectively. Standard errors are in parenthesis. All 
standard errors are robust to heteroscedasticity. In addition to the variables shown in the table, all 
regressions include a complete set of municipality and year effects. The complete panel consists of 546 
observations for 21 counties during the period 1975–2000. ***, ** and * denote significance at the one, five 
and ten percent level, respectively. 

 
The coefficients on the clear-up rates display both negative and positive 

signs. None of the coefficients are significant in the most extensive 
specification.48 Briefly considering the coefficients on the remaining control 
variables, it is evident that the relative size of the group of men aged 15-24 is a 
strong determinant of property crime. It is significant at the ten-percent level or 
more, in all specifications. The proportion of foreign citizens exhibits 
coefficients with both negative and positive signs. The only coefficient that is 
significant is the one for auto theft in specification (3). 

                                                 
48 As mentioned above, I would expect the coefficient on the clear-up rate to be subject to a 
downward bias. Using the same indirect approach to test the assumption of exogeneity as for the 
low earnings measure, I estimate the effect of clear-up rates on twice lagged crime rates and 
obtain t-values of 0.04, 1.39 and 0.13 for overall crime, burglary and robbery, respectively. For 
auto theft, the t-value is 2.59, indicating this crime category to have the most obvious problem 
with endogeneity of the clear-up rate. Excluding the clear-up rate from the specification does not, 
however, alter the results for the coefficient that is my main concern on the low earnings 
variable. 
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Table 7 Extended model, robbery  

 (1) (2) (3) 
25th earnings percentile 7.1e-07 6.4e-06 -4.4e-06 
  (4.9e-06) (4.9e-06) (6.2e-06) 
Median earnings 0.00008*** 0.00007*** 0.00005*** 
 (5.4e-06) (6.8e-06) (0.00001) 
Unemployment - 6.068*** 4.214*** 
 - (1.524) (1.678) 
Clear-up rate -0.157** -0.106 -0.061 
 (0.077) (0.078) (0.077) 
Men aged 15–24  15.272*** 14.470*** 12.269* 
 (5.104) (5.045) (7.412) 
Foreign citizens -1.347 -1.377 4.127 
 (2.627) (2.737) (3.332) 
Observations 543 543 543 
Adjusted R-square  0.963 0.964 0.969 
County-specific trends No No Yes 
Marginal effect, 25th percentile 0.004 0.04 -0.02 
Marginal effect, median earnings 0.61 0.54 0.38 
Note: The marginal effects are the change in the crime rate in percent caused by a ten-percent increase in 
earnings at the 25th percentile and median earnings, respectively. Standard errors are in parenthesis. All 
standard errors are robust to heteroscedasticity. In addition to the variables shown in the table, all 
regressions include a complete set of municipality and year effects. The complete panel consists of 546 
observations for 21 counties during the period 1975–2000. However, for robbery, there are three missing 
observations for the county of Gotland, leaving me with 543 observations. ***, ** and * denote significance 
at the one, give and ten percent level, respectively. 

 
To sum up, there seems to be no strong separate effect of low earnings on 

Swedish crime rates. I have only been able to estimate a significant effect, in 
specifications where county-specific time trends are included, on auto theft. 
However, the unemployment rate seems to have a strong effect both on overall 
crime and specific property crime categories, thereby supporting previous 
Swedish research. Below, I will discuss possible explanations for these weak 
effects of low earnings on Swedish crime rates but first, I will investigate 
whether the results differ when using alternative measures of the earnings 
distribution. 

 
4.3 Alternative earnings measures49 
An alternative way of considering the lower end of the earnings distribution, 
following Ehrlich (1973), would be to include a measure of the proportion of 
                                                 
49 Descriptive statistics for all variables used in this section are reported in Appendix 3. 
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the population with earnings below one half of the median income. Estimating 
a specification identical to eq. (2) above and replacing earnings at the 25th 
percentile with a measure of the proportion of the population with earnings 
below one half of the median earnings (here called the relatively poor), I obtain 
insignificant coefficients on the new control variable for all crime categories 
except auto theft. The results indicate that a one-percentage point increase in 
the proportion of relatively poor would induce a 2.3 percent increase in the 
number of auto thefts.50 Thus, it seems like low earnings only have a weak 
effect on Swedish crime rates. The low earnings measures have no effect on the 
overall crime rate, the number of burglaries or the robbery rate. The number of 
auto thefts, however, seems to be influenced by the lower part of the earnings 
distribution, represented by the earnings at the 25th percentile and the 
proportion with earnings below one half of the median earnings.51  

Although I have found low earnings to have a weak effect on crime in 
Sweden, earnings inequality might still affect Swedish crime rates. When 
thinking about measures of earnings inequality, the first that comes to mind are 
perhaps the Gini-coefficient and some percentile quotient like the 90th/10th, 
90th/50th or 50th/10th. However, after estimating a variety of such specifications, 
I find these variables to be uncorrelated with the crime rate. Testing similar 
specifications as in section 4.2, including fixed effects, county-specific trends 
and control variables but letting the Gini-coefficient or percentile quotients 
control for the earnings distribution, the earnings variables give insignificant 
results. Hence, it does not seem that measures of overall earnings inequality do 
a better job in capturing an effect of earnings on Swedish crime rates than 
measures of low earnings.  

 
5 Why weak effects of low earnings? 
 
Why do pre-tax earnings have such a weak effect on crime in Sweden? Even 
though I found an effect of low earnings on the number of auto thefts, I would 
have expected to find a link between low earnings and property crime in 
general. There are, however, a number of possible explanations for these weak 
results, which will be discussed here.  

First, a lack of variation in the independent variable might be an explanation 
for the lack of significant coefficients on the low earnings measure. 

                                                 
50 The estimation results are reported in Appendix 4. 
51 I have also used measures of the earnings at other percentiles at the lower end of the earnings 
distribution, such as the 10th earnings percentile, instead of the earnings at the 25th percentile, but 
the results are similar to those reported above. 
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Considering Figure 1, it is evident that most of the variation in the low earnings 
measure is concentrated to the 1990s. With the disadvantage of losing degrees 
of freedom, I have re-estimated eq. (2) splitting the panel into two periods, the 
stable period 1975-1987 and the turbulent period 1988-2000. However, 
regarding the low earnings measure, the only significantly estimated coefficient 
obtained is for burglary during the stable period. Consequently, it does not 
seem that a lack of variation is causing the weak results.52 

Second, including both fixed effects and county-specific trends in the 
specification means posing high demands for obtaining significant estimates, 
since the fixed effects joint with county-specific trends eliminate a great deal of 
the variation. Excluding the time-fixed effects as well as the county-specific 
trends makes all the coefficients on the earnings at the 25th percentile and 
median earnings significant at least at the ten-percent level (the coefficients do 
not, however, suggest larger effects than in the above specifications). For 
overall crime, auto theft and robbery, the coefficients on the earnings at the 25th 
percentile are negative and those on median earnings positive, as expected. For 
burglary, the signs are reversed, indicating that the low earnings measure and 
median earnings capture different effects for burglary than for the other crime 
rates. Regardless of the puzzling signs for burglary, it seems that one reason for 
my insignificant results of low earnings is the restrictive specification used. 
However, since the aim is to estimate the causal effect of low earnings on 
crime, the fixed effects and county-specific trends do serve a purpose. 

Third, the weak effect of low earnings on crime using Swedish data should 
be compared with results from, for example the United States, where Gould et 
al (2002) find an effect on crime of both wages of unskilled men and the 
unemployment rate, with the wage effect being the stronger one. Their 
conclusion is that wages are a better measure of the labor market prospects of 
potential criminals, since unemployment is often short-lived and highly 
cyclical. Considering the far-reaching consequences of incarceration, crime 
rates should be more responsive to long-term changes in labor market 
conditions than to short-term fluctuations. Might it then be the case that 
unemployment to a larger extent is of a persistent nature in Sweden than in the 
United States and that this could be a reason for the strong effect of 
unemployment on Swedish crime rates? The incidence of long-term 
unemployment could be considered to reflect the persistence of unemployment. 
                                                 
52 Also for unemployment has the main variation occurred during the 1990s. Although including 
unemployment in the specification has not influenced the results for low earnings using the 
whole panel, it might still be the reason for insignificant results during the turbulent period. 
However, excluding the unemployment rate when re-estimating eq. (2) on the two periods does 
not alter the results for the turbulent period.  
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Comparing Swedish and U.S. unemployment rates, it is apparent that the 
incidence of long-term unemployment has been more widespread in Sweden 
than in the United States during the period investigated in this paper.53 OECD 
(1992, 2003) reports figures suggesting that the proportion of the Swedish 
unemployment rate characterized as long-term (unemployed six months or 
more) was 24.9 percent in 1983 and 35.2 percent in 1995. The corresponding 
figures for the U.S. were 23.9 and 17.3, respectively. The more permanent 
nature of Swedish unemployment could thus explain the strong effects of 
unemployment on Swedish crime rates. The weak effects of low earnings on 
crime could potentially be a result of the high earnings mobility in Sweden. If 
earnings have a large transitory component, this can be expected to decrease 
the importance of earnings for crime. Permanent components of earnings 
should, on the other hand, have a larger effect on crime. Gustavsson (2002) 
report persistent earnings inequality to have increased dramatically in Sweden 
during the beginning of the 1990s and to have remained at a high level 
throughout the decade. However, transitory earnings fluctuations appear to 
dominate the earnings dispersion of young males, a part of the population 
committing a disproportionate share of many crimes, which might potentially 
explain the weak effects of low earnings on Swedish crime rates. 
Unfortunately, I am not aware of any similar studies for the United States.  

Fourth, another aspect distinguishing Sweden from the United States is the 
social insurance system. In Sweden, unemployment benefits are generous, as is 
social assistance, and low earners are able to receive housing benefits, for 
example. Hence, earnings, excluding all transfers, do not fully reflect the true 
economic situation of low-skilled workers and could therefore be uncorrelated 
with crime. Considering disposable income might give another picture. In 
LINDA, a somewhat consistent measure of disposable income is available 
since 1978.54 Constructing similar measures as for the earnings distribution, I 
have estimated the effect on crime of the disposable income at the 25th 
percentile and median disposable income in a specification otherwise identical 
to eq. (2), and these results are reported in Table 8.55 The significant effect of 
the 25th percentile for auto theft now disappears. On the other hand, disposable 
income at the 25th percentile seems to have a significant impact on the robbery 
rate. Although the results differ between using earnings and disposable income, 

                                                 
53 For a comparison of unemployment rates, see OECD (1991) for the period 1974-1989, and 
OECD (2003) for the period 1990-2000. For the incidence of long-term unemployment, see 
OECD (1992) for the period 1983-1989 and OECD (2003) for the period 1990-2000. 
54 Unemployment insurance, social assistance and housing benefits are all included in the 
measure of disposable income, as well as many other transfers. 
55 Descriptive statistics for the disposable income measures are reported in Appendix 3. 
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the effects must still be considered as weak and the Swedish social insurance 
system cannot be considered to be the reason for insignificant effects of low 
earnings on crime.  
 
Table 8 Disposable income  

 Overall 
crime 

Burglary Auto theft Robbery 

25th percentile, disposable income -7.4e-06 -0.00002 -0.00004 -0.00005*** 
  (7.3e-06) (0.00001) (0.00003) (0.00002) 
Median disposable income -7.8e-06 -5.5e-06 5.1e-06 0.00003* 
 (6.3e-06) (0.00001) (0.00003) (0.00002) 
Unemployment 1.271** 1.665 7.454*** 3.838** 
 (0.609) (1.055) (2.282) 1.724 
Clear-up rate -0.145 0.009 -0.634* -0.067 
 (0.226) (0.076) (0.329) (0.078) 
Men aged 15–24  8.560*** 5.227 8.457 -3.811 
 (3.256) (4.617) (8.758) (7.682) 
Foreign citizens 5.069*** 8.495** 3.338 -4.738 
 (1.638) (3.402) (6.302) (4.370) 
Observations 483 483 483 480 
Adjusted R-square  0.964 0.924 0.933 0.970 
County-specific trends Yes Yes Yes Yes 
Marginal effect, 25th percentile -0.03 -0.08 -0.17 -0.21 
Marginal effect, median income -0.04 -0.0.03 0.03 0.15 
Note: The marginal effects are the change in the crime rate in percent caused by a ten-percent increase in 
disposable income at the 25th percentile and median disposable income, respectively. Standard errors are in 
parenthesis. All standard errors are robust to heteroscedasticity and all regressions include a complete set of 
municipality and year effects. The complete panel consists of 483 observations for 21 counties during the 
period 1978–2000. However, for robbery, there are three missing observations for the county of Gotland, 
leaving me with 480 observations. ***, ** and * denote significance at the one, give and ten percent level, 
respectively. 
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6 Conclusions 
 

This paper uses a new panel dataset covering all Swedish counties during 
the period 1975–2000. I have access to individual-level income information, 
which allows me to construct various measures of the earnings of low-skilled 
workers and earnings inequality. This paper is the first to study an effect of 
earnings on crime using Swedish data.  

My main results can be summarized as follows. First, the effect of low 
earnings on crime in Sweden can be considered as weak, at best, since it seems 
to have no separate effect on the overall crime rate, the number of burglaries or 
the robbery rate. I do, however, estimate a significant effect of low earnings on 
the number of auto thefts, but the effect is small. The coefficient implies a 0.1-
percent decrease in the number of auto thefts caused by a ten-percent increase 
in the earnings at the 25th percentile. Second, there is an unambiguous link 
between unemployment and Swedish crime rates. According to my results, a 
one-percentage point drop in the unemployment rate would decrease the overall 
crime rate, the number of auto thefts and the robbery rate by approximately 1.1, 
6.3 and 4.2 percent, respectively.  

So the question is why pre-tax earnings have such a weak effect on crime in 
Sweden. Even though I found an effect of low earnings on the number of auto 
thefts, I would have expected to find a link between low earnings and property 
crime in general. As discussed above, the permanent nature of Swedish 
unemployment and the dominating transitory earnings fluctuations for those 
most likely to commit crime could be a reason for the weak effect of low 
earnings and the strong effect of unemployment on Swedish crime rates. I 
cannot, however, determine whether the nature of earnings fluctuations is the 
explanation for the differing results between Sweden and the United States, and 
therefore conclude with a call for future research. 
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Appendix  
 
A.1 Deriving the earnings measure 
All earnings measures at the county level are derived using the individual 
earnings measure in LINDA for all men aged 25–64. The earnings measure 
included in LINDA has not been entirely consistent throughout the period. 
Since 1975 it is, however, possible to construct a measure consistent for the 
remaining period with some small corrections. The earnings measure for the 
period 1975–1977 is constructed by adding income from employment (A-
inkomst av tjänst + Beskattningsbar sjöinkomst) and income from business (A-
inkomst av jordbruk + A-inkomst av rörelse) and then subtracting the sum of 
pensions (Pension), unemployment compensation (Dagpenning vid 
arbetslöshet + KAS), and compensation during labor market training 
(Utbildningsbidrag). For the period 1978–2000, the earnings measure is 
directly available in the data with some minor adjustments.  
 
A.2 Definitions of variables 
 
Table A1 Definitions of crime variables  

Variables  Definitions  
All crimes  All crimes reported in the county during one year.  
Burglary  All burglary, not including firearms, in the county during one year.  
Auto theft  All auto thefts, both attempted and completed, in the county during one year.  
Robbery  All robberies, with and without the use of firearms, in the county during one 

year.  
Note: The crime data were provided by The National Council for Crime Prevention (BRÅ). 
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Table A2 Definitions of control variables  

Variables  Definitions  
25

th
 earnings percentile  The county-specific 25

th
 percentile.  

Median earnings The county-specific median earnings. 
Unemployment  The proportion of unemployed of the county labor force.  
Proportion of men aged 15–24  Proportion of men aged 15–24 in each county population.  
Proportion of foreign citizens  Proportion of the population in each county that are not 

Swedish citizens.  
Clear-up rates  The percentage of all reported crimes (in one category) 

that are solved in the same year that they are reported.  
Note: The earnings measures at the county-level are calculated using the individual annual earnings (in 
1980SEK) measure in LINDA for all men aged 25–64.The data on unemployment were provided by The 
National Labour Market Board, while the proportion of men aged 15–24 and the proportion of foreign 
citizens were provided by Statistics Sweden. The National Council for Crime Prevention provided me with 
data on clear-up rates for different crime categories. 

 
A.3 Descriptive statistics, alternative earnings measures 
 
Table A3 Descriptive statistics, control variables  

Variables  Min  Max  Mean  Standard   
deviation  

Standard 
deviation 
net of FE 

Proportion of relatively poor 0.074 0.252 0.145 0.036 0.009 
Gini-coefficient 0.258 0.459 0.332 0.045 0.010 
90th/10th percentile quotient 2.559 10.790 4.787 1.786 0.538 
90th/50th percentile quotient 1.233 2.196 1.528 0.143 0.032 
50th/10th percentile quotient 1.628 7.603 3.128 1.110 0.341 
10th earnings percentile 10567 46085 27045 7547 2194 
25th percentile, disposable income 25700 50696 41511 4042.6 856.5 
Median disposable income 37823 67825 51635 5675.1 817.5 
Note: All earnings variables are computed from the individual annual earnings measure included in LINDA 
and measured as annual earnings in 1980 SEK. The complete panel consists of 546 observations for 21 
counties during the period 1975–2000. However, I only have data on disposable income for the period 1978-
2000. 
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A.4 Supplementary estimation results 
 
Table A4 Proportion of relatively poor 

  Overall 
crime 

Burglary Auto theft Robbery 

Proportion of relatively poor 0.366 0.359 2.325* -0.404 
  (0.391) (0.632) (1.250) (1.235) 
Median earnings -6.0e-07 -2.7e-06 0.00004*** 0.00003*** 
 (2.9e-06) (5.2e-06) (0.00001) (8.9e-06) 
Unemployment 1.028 1.500 6.447*** 4.596*** 
 (0.632) (0.977) (2.029) (1.672) 
Clear-up rate -0.180 0.010 -0.385 -0.061 
 (0.213) (0.078) (0.281) (0.077) 
Men aged 15–24  7.208*** 7.833** 15.257** 13.273* 
  (2.563) (3.846) (6.725) (7.244) 
Foreign citizens 4.230*** 3.377 8.741** 3.647 
 (1.426) (2.374) (4.045) (3.441) 
Observations 546 546 546 543 
Adjusted R-square  0.965 0.921 0.928 0.969 
County-specific trends Yes Yes Yes Yes 
Marginal effect, median earnings -0.005 -0.02 0.31 0.23 
Note: The marginal effect is the change in the crime rate in percent caused by a ten-percent increase in 
median earnings. Standard errors are in parenthesis. All standard errors are robust to heteroscedasticity. In 
addition to the variables shown in the table, all regressions include a complete set of municipality and year 
effects as well as county-specific trends. The complete panel consists of 546 observations for 21 counties 
during the period 1975–2000. For robbery, there are three missing observations on the clear-up rate for the 
county of Gotland. ***, ** and * denote significance at the one, five and ten percent level, respectively. 
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Parental unemployment and 
children’s school performance# 

 
 
 

1 Introduction 

There is a large literature studying various indirect effects of unemployment, 
suggesting an effect of unemployment on health, both mental and physical, and 
crime to mention a few. Björklund and Eriksson (1998) examine research on 
the link between unemployment and mental health in the Nordic countries, and 
find that most longitudinal studies suggest unemployment to be associated with 
deteriorating mental health. Eliason and Storrie (2004) use Swedish individual 
level data and find that losing one’s job shortens the life of men, while Nilsson 
and Agell (2005) report significant effects of unemployment on property crime. 
The aim of this paper is to consider another possible indirect effect of 
unemployment, namely the school performance of the children of the 
unemployed.  

When a family member becomes unemployed, the whole family is likely to 
be affected by the new situation which, in turn, could affect the school 
performance of the children concerned. Households suffering from 
unemployment typically experience several disadvantages, such as lower 
incomes, smaller social networks and potentially also having to live in worse 
neighborhoods. On the other hand, being unemployed might mean that you can 
spend more time with your children. This extra time could, of course, be spent 
helping your children with homework or other issues to improve their 
achievement in school.  

                                                 
# I have benefited from helpful comments by Jonas Agell, Peter Fredriksson and Peter Skogman 
Thoursie as well as from seminar participants at Stockholm University. I would also like to thank 
Louise Kennerberg for providing me with the data. This research was funded by a grant from the 
Institute for Labour Market Policy Evaluation (IFAU). 
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As far as I am aware, this is the first paper analyzing a relationship between 
parental unemployment and children’s school performance.56 In addition to 
studies of other indirect effects of unemployment, the question could also be 
linked to the literature on the effect of a divorce on the educational 
achievement of children, since many of the disadvantages of families suffering 
from unemployment spells could be compared to the difficulties following a 
divorce.57 For example, single-parent families on average have lower incomes 
and smaller social networks, characteristics mentioned above for families 
suffering from unemployment. There is a large literature indicating that youth 
living with a single mother or a stepparent have lower rates of completing high 
school or starting college, and higher rates of arrest and drug use as compared 
to youth in intact families.58 As when evaluating the effect of divorce on school 
performance, the question to solve is whether the disadvantages of children 
whose parents experience unemployment could be predicted prior to the 
unemployment spell, or whether the unemployment caused the disadvantages. 
To determine such a causal effect of parental unemployment on children’s 
school performance, the pre-existing disadvantages of the family or youth must 
be controlled for. This is done by controlling for the pre-incident skill-level of 
the child, in terms of primary school grade point average (GPA), and various 
child and family characteristics.  

I use Swedish data on individual GPA from the completion of primary 
school (grundskolan) at the age of 16 and final grades from upper secondary 
school (gymnasiet) for a majority of all children completing primary school in 
1990 and directly moving on to three years of upper secondary school, which 
they complete in 1993. Since grades are to a large extent used for entrance to 
higher education in Sweden, investigating the determinants of grades is of great 
importance. Only considering children attending a three-year upper secondary 
school program will induce sample-selection problems, which will be discussed 
in detail below. To estimate the effect of parental unemployment on children’s 
school performance, children with at least one parent subjected to 
unemployment during the period they attend upper secondary school will be 

                                                 
56 Micklewright et al (1990) is the only study of which I am aware that mentions a potential 
effect of parental unemployment on children’s school performance and the focus of that study is 
on children leaving school. 
57 For reviews of the literature on educational disadvantages of children experiencing a divorce 
or growing up with a single parent, see Amato and Keith (1991) and Cherlin (1999).  
58 Manski et al (1992) use U.S. data and estimate the effect of divorce on high school graduation, 
letting the family structure be endogenous. Their findings indicate that living in an intact family 
increases the probability of a child graduating from high school. Hoffman and Johnson (1998) 
evaluate the effect of family structure on adolescent drug use and Coughlin and Vuchinich 
(1996) discuss the effect on delinquency. 
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compared to children whose parents have been working throughout the whole 
period. I will also consider whether maternal and paternal unemployment have 
different effects on children’s school performance and whether the length of 
the unemployment spell is of importance. Grades are not reported until the 
pupil has turned 16, i.e. when the pupil has completed primary school; hence, 
due to data availability, I can only estimate the effect of parental 
unemployment on the school performance during upper secondary school.  

The huge variation in Swedish unemployment at the beginning of the 1990s 
provides an ideal setting for my study.59 The unemployment rate in 1990 was 
less than two percent of the labor force while in 1993, it was close to nine 
percent. Individuals in all segments of society experienced unemployment 
spells during this period, and becoming unemployed when unemployment rates 
are high could lead to more distress than otherwise, since the possibility of 
getting a new job is lower. On the other hand, being unemployed when 
unemployment rates are high is often considered to be associated with lower 
social and psychological costs.60 Nonetheless, it is an advantage that the 
variation in Swedish unemployment can be traced to macroeconomic events, 
which are exogenous to the individual. 

My results indicate that having an unemployed father has a negative effect 
on a child’s school performance, while having an unemployed mother has a 
positive effect. The positive effect of having an unemployed mother seems to 
increase with the length of the unemployment spell. One explanation for the 
differing results across genders could be that women in general cope better 
with being unemployed and hence, are able to use their new extra time doing 
something productive, such as spending quality time with their children.  

The next section describes the data, and presents the empirical strategy. 
Section 3 reports the results, section 4 contains some sensitivity analysis, 
focusing on issues of sample-selection bias, and the final section sums up. 
 
2 Data and empirical strategy 

2.1 The children and their parents 
The data set contains information on individual GPA from the completion of 
primary school at the age of 16 and final grades from upper secondary school at 
the age of 19 from Elevregistret collected by Statistics Sweden. I concentrate 
my study on the children completing primary school in 1990 and then directly 

                                                 
59 For a discussion of the Swedish macroeconomic crisis of the 1990s, see Lindbeck (1997). 
60 See Åberg et al (2003) for a discussion on social interactions and unemployment. 
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continuing with three years of upper secondary school. I have excluded 
children choosing to attend a two-year vocational program after primary school 
and children taking a sabbatical year after primary school or choosing to spend 
a year abroad during upper secondary school. Excluding children only 
attending upper secondary school for two years means that I disregard children 
who might have high probabilities of living in a problematic family. Although 
such children are of great importance when studying the determinants of 
children’s educational achievement, I choose to concentrate on the largest 
relatively homogenous group of children choosing a three-year upper 
secondary school program. Focusing on the children graduating from three 
years of upper secondary school in 1993 leaves me with 35,550 individuals 
after excluding individuals with missing observations on key-variables.  

In total, 109,392 children completed primary school in 1990. Out of these, 
53,000 (48.4 %) completed upper secondary school in 1993. However, 5,750 of 
these children completed a program shorter than three years and for 11,700 of 
the remaining children, I have missing observations on key-variables.61 Hence, 
in my study, I consider 35,550 children completing primary school in 1990 and 
completing a three-year upper secondary school program in 1993. In total, I 
consider 32.5 percent of all children completing primary school in 1990, the 
largest relatively homogenous group. 16,474 (15.1 % of the population) of the 
excluded children had still not completed an upper secondary school program 
in 1999, 31,384 (28.7 % of the population) attended a shorter upper secondary 
school program which they completed before 1993, and 8,534 children (7.8 % 
of the population) completed some kind of upper secondary school program 
during the period 1994 to 1999. The characteristics of the excluded children 
will be discussed in section 4.2. 

                                                 
61 The excluded children mainly have missing observations on the family structure (whether the 
child lives with both his/her biological parents). The children studied can still have missing 
observations on paternal or maternal characteristics, but not on both parents. The group with 
missing observations on key variables is discussed in more detail in section 4.2. 
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Table 1 Characteristics of the children and their parents 
 Children Mother Father 

Female 0.497  

Year of birth:   

   Min  1972  

   Max 1974  

Country of birth:    

   Sweden 0.963 0.900 0.758 

   Nordic countries 0.006 0.046 0.028 

   Europe 0.008 0.030 0.033 

   Outside Europe 0.023 0.016 0.014 

   Missing observation 0 0.008 0.167 

Highest level of completed education:    

   Primary  0.175 0.187 

   Secondary  0.443 0.351 

   University  0.348 0.273 

   Missing observation  0.034 0.189 

Note: Primary school indicates compulsory school for ten years or less, secondary school indicates up to four 
years of upper secondary school and university indicates at least some studies at the university after upper 
secondary school. Missing observations on the characteristics of the parents stem from the fact that 
information on both parents is only included when children live in the same household as both parents. The 
complete dataset contains information on 35,550 children. 
 

Table 1 gives some descriptive statistics on the characteristics of the 
children in my sample and their parents. Information on family and youth 
characteristics is gathered from the longitudinal database on education, income 
and employment (LOUISE) and the register-based labor market statistics 
database (RAMS) of Statistics Sweden. Worth noting is that there are almost as 
many girls as boys in the sample, and that a very large proportion of the 
children were born in Sweden. In my data, about 98.6 percent of the children 
completed primary school during the calendar year when they became 16 years 
old, 1.4 percent in the year they turned 17 and only 15 percent when they 
turned 18.  

Missing observations on the characteristics of the parents stem from the fact 
that information on both parents is only included when children live in the 
same household as both parents. In LOUISE, children are registered as 
belonging to the same family as only one of the parents if the parents are 
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divorced. If there is a cohabitant adult in the family, it is not the 
biological/adoptive parent of the child.62 
 
2.2 Data on school performance 
During the period of my study, Sweden had a national relative grading 
system where the grades were determined based on comparisons with 
the national average achievement. The scale ranged from 1 to 5 and the 
goal was that the national average should be 3, with a standard deviation 
of 1. Hence, the fraction of pupils to receive each grade was 
predetermined.63  

The relative grading system implied that grades in primary school were 
determined by comparing all children with the national average achievement in 
the specific grade, while grades in upper secondary school were determined by 
comparing with the achievement of everyone attending the same upper 
secondary school program. Grade competition would thus depend on the 
chosen program, where children choosing a demanding theoretical program 
(e.g. the natural science program) would have to compete harder for high 
grades than during primary school. The increasing competition implies that 
grades from primary and upper secondary school are not entirely comparable. I 
will take this into consideration by ranking the GPA from both primary and 
upper secondary school of all children attending the same program and school 
during upper secondary school.64 Hence, the ranking is made within program 
and school, comparing the GPA of all children attending the same upper 
secondary school and program over time. The ranking is constructed such that 
the higher the ranking, the better the GPA; thus a ranking of one implies that 
the child has the lowest grade within the attended program and school. The 
effect will thus be determined by whether the ranking of the children concerned 
has been affected by parental unemployment.  

                                                 
62 Among the children studied here, only 17 percent seem to live without their father (a number 
based on the information on missing observations on the country of birth of the father). In 1990, 
only 70 percent of all children aged 16 lived with both their biological/adoptive parents. The 
group of children studied here is thus not representative of the general population in that respect. 
I will discuss the characteristics of the children studied in comparison to other groups in more 
detail below. 
63 This system was criticized for its lack of knowledge orientation and was changed into a 
criterion-referenced system, implemented in the school year of 1995/96. To guide teachers in 
their grading, there were national achievement tests in Math, Swedish and English. Since grades 
are determined by the teacher or the school, I would have preferred data from the standardized 
test scores, but such data are not available. However, since grades are to a large extent used for 
entrance to higher education, investigating the determinants of grades is of great importance. 
64 The specific school is taken into consideration to account for the incidence of grade inflation. 
See Wikström and Wikström (2004) for a discussion of grade inflation and school competition. 
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Table 2 shows descriptive statistics on the children’s GPA from primary and 
upper secondary school, the GPA ranking and dummy variables capturing the 
program attended during upper secondary school. On average, these children 
got a lower GPA from upper secondary school than when completing primary 
school. This lower GPA from upper secondary school could certainly be an 
effect of higher grade-competition. Considering the GPA ranking, the average 
size of the groups within which the children are compared is 29, which will be 
considered when interpreting the coefficients on parental unemployment 
discussed in more detail below. The program variables indicate that almost 85 
percent of the children attending a three-year upper secondary school program 
chose a theoretical program (natural science, social science, business, technical 
science, humanities). 
 
Table 2 Descriptive statistics, schooling variables 

Variables Min Max Mean Standard deviation 

GPA, primary school 1 5 3.643 0.521 

GPA, upper secondary school 1 5 3.352 0.631 

GPA rank 1 189 29.147 28.579 

Natural science program 0 1 0.132 0.338 

Social science program 0 1 0.208 0.406 

Business program 0 1 0.248 0.432 

Technical science program 0 1 0.197 0.398 

Humanities program 0 1 0.059 0.235 

Non-theoretical program 0 1 0.156 0.362 

Note: The program variables are dummy variables equal to one if the child attended the specific program 
during upper secondary school, and zero otherwise. The complete dataset contains information on 35,550 
children. 
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2.3 The empirical specification 
The empirical method builds on the idea that primary school GPA can be 
used to control for family and individual heterogeneity. The starting 
point for the econometric analysis will be the following model: 
 
                           itititispjispt XUrr εβδθα ++++= −1, ,      (1) 
 

where the dependent variable is the GPA rank of individual i, within upper 
secondary school s and program p at time t, in this case 1993 when the child 
completes upper secondary school. θ  is the coefficient on the corresponding 
GPA rank upon the completion of primary school, jα  captures municipality-
specific factors, δ  is the coefficient capturing the unemployment effect where 

 is a dummy variable taking the value of one if the child experienced 
parental unemployment during upper secondary school.  is a vector of 
control variables and 

iU

itX

itε  is an individual-specific error term. The coefficients 
will have the interpretation of the change in ranking position due to a change in 
the control variables. Since the ranking is constructed such that the higher the 
ranking, the better the GPA, a positive coefficient indicates a GPA 
improvement and vice versa. 

The Swedish National Labour Market Administration has provided 
information on the parents’ employment status. I have information on all 
unemployment spells of the parents during 1990-1993, i.e. the period in 
question. I have used this information to construct a dummy variable capturing 
the event of an unemployment spell in the family, which will be equal to one if 
at least one of the parents has been unemployed at least once during the period 
when the child attends upper secondary school, and zero otherwise.  

The control variables in eq. (1) can be considered as either characterizing a 
continuous change or an incident during upper secondary school. Because of 
less than clear-cut evidence on the effect of parental separation on children’s 
school performance, I will include parental separation as a control variable in 
some specifications to avoid a potential source of omitted variable bias.65 
                                                 
65 Using Swedish data, Björklund and Sundström (2002) find no impact of parental separation 
during childhood on the educational outcomes as adults when using a sibling approach to control 
for unobservable family characteristics. This contrasts with findings of Jonsson and Gähler 
(1997) who also use Swedish data and find that parental divorce has an impact on primary school 
grades at the age of 16. While Björklund and Sundström (2002) estimate a long-run effect of 
parental separation, Jonsson and Gähler (1997) estimate a short-run effect; hence the differing 
results could be an indication of a distinction between the temporary and permanent effects of 
parental separation on educational outcomes. 
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Changes in family structure are recorded in LOUISE. In this study, I will only 
consider a separation of the child’s biological/adoptive parents as a divorce. 
However, the parents do not need to be married prior to the separation; they 
only need to be cohabitant.66 The separation variable will therefore be a dummy 
variable equal to one if there has been a separation in the family, and zero 
otherwise.  

Another event that could possibly influence the school performance of a 
child is if the family moves and the child has to change schools. I have 
information on which school the child attends when completing primary school 
and upper secondary school. However, since all children change schools when 
starting upper secondary school, it cannot be determined through school-codes 
whether the child has changed schools during upper secondary school. Hence, I 
use information, from LOUISE, on which municipality the family resides in 
each year.67 Although the child could have changed schools without moving to 
a new municipality, this is the best indication of changing schools to which I 
have access. A more detailed geographical classification is that of parishes. 
However, parishes are often so small that it is very likely that the child does not 
have to change schools even if the family moves to a new parish. Moving to a 
new municipality does almost exclusively result in the child having to change 
schools, however. The variable capturing the incidence of a family moving will 
be a dummy variable equal to one if the family has moved to a new 
municipality during upper secondary school, and zero otherwise.  

Other issues that could influence the school performance of children are the 
economic situation of the family, as well as how much the child must compete 
for parental attention. To control for such issues, I have collected information, 
also from LOUISE, on social assistance, the evolution of family disposable 
income as well as the change in the number of children living at home during 
the relevant three years.68 Social assistance is characterized by a dummy 
variable equal to one if the family received social assistance during the three-
year period, and zero otherwise. The other variables are differences occurring 
between 1990 and 1993. 

                                                 
66 A separation must be considered as distressing for a child regardless of whether his/her parents 
were married prior to the separation. 
67 In 1990, there were 284 municipalities in Sweden. In 1992, two additional municipalities were 
formed but I use the former classification. 
68 The measures of disposable income and social assistance do not take family size into account. 
However, I indirectly control for family size through the divorce variable and the number of 
children living at home. The number of children living at home is counted as the number of 
children living in the family in addition to the child I am investigating. 
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It should be noted that both parental unemployment and separation could 
affect other control variables such as disposable income or social assistance of 
the family. It must also be considered that the probability of a child 
experiencing parental unemployment could increase if the child lives with both 
parents. This would induce a correlation between the incidence of 
unemployment and separation possibly influencing the results. I will take this 
into consideration by including an interaction between the unemployment and 
separation variables as well as by separating the effect of unemployment 
between mothers and fathers. 

Descriptive statistics on the control variables are shown in Table 3. During 
the period I have chosen to investigate, there was significant turbulence in the 
Swedish labor market and this volatility is clearly visible in the data. Nearly 
twenty percent of the children experienced at least one of their parents 
becoming unemployed. From eq. (1), it is obvious that the observations that 
will identify the estimates are those where a change has taken place, i.e. those 
observations determining the coefficient on parental unemployment are the 
children having experienced an unemployment spell in their family. Since I 
cannot prove that this group is representative of the population, the results are 
not general to the whole population; it is an advantage, though, that this group 
is large. It is also an advantage that the variation in Swedish unemployment can 
be traced to macroeconomic events, which are exogenous to the individual. To 
consider the measured effects as causal effects, unemployment must be 
assumed to be randomly assigned. Although this is a strict assumption, the link 
to macroeconomic events probably makes it less unrealistic than during other 
periods. This issue will be discussed in more detail below. 
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Table 3 Descriptive statistics, control variables 
Variables  Min  Max  Mean  Standard deviation  

Unemployment 0 1 0.193 0.395 

Separation  0 1 0.016 0.126 

Move, new municipality 0 1 0.017 0.130 

Social assistance 0 1 0.098 0.298 

Disposable income -3.118 17.587 -0.008 0.101 

Children -4 3 -0.191 0.477 

Note: Unemployment, separation, the move-variable and social assistance are all dummy variables. 
Disposable income and the number of children are the differences in these variables occurring between 1990 
and 1993. Disposable income is calculated for the family in basic amounts in 1990 SEK. Children is the 
number of children living at home in addition to the child I am investigating. The complete dataset contains 
information on 35,550 children. 

 
Table 3 also reveals that the incidence of separation is low, and that I must 

therefore be careful in drawing any strong conclusions on the effect of a 
separation on children’s school performance. It is not surprising that so few 
children experience a separation in my sample, since most separations occur 
when children are younger.69 In the separation measure above, I have only 
taken separations of biological/adoptive parents into account. It could, 
however, be argued that a child would also suffer from a separation from a 
stepparent and taking such separations into account could potentially increase 
the group of children having experienced a separation during the period, 
thereby giving a more reliable estimate. It turns out, however, that considering 
all separations only increases the group from 1.6 to 2 percent of the full sample. 
The group of children experiencing a move to a new municipality is also small 
and calls for the same caution regarding the estimated effects as in the case of 
separation. Further, nearly ten percent of the children lived in families that 
received social assistance during the period in question, and family disposable 
income marginally decreased as well as the number of children living in these 
families. 

In addition to the control variables mentioned above, all specifications will 
include information on child and parental nationality, as well as parental 
education. Although I include primary school GPA to control for individual 
and family heterogeneity, eq. (1) is best characterized as a cross-section. 
Hence, to minimize the risk of omitted variable bias, I include what I view as 

                                                 
69 Suppose that the oldest child in a family has started upper secondary school, then the parents 
must have stayed together for at least seventeen years and the number of separations can be 
assumed to decrease with the length of the relationship. 
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important family and child characteristics in the specification.70 The nationality 
of the child is captured through a dummy variable equal to one if the child was 
not born in Sweden, and zero otherwise. Two dummy variables capture 
parental nationality, one that is equal to one if at least one of the parents were 
born outside Sweden but within Europe. The other dummy-variable is equal to 
one if at least one of the parents were born outside Europe. Hence, if one of the 
parents was born outside Sweden but within Europe and the other was born 
outside Europe, both dummy variables are equal to one. The variables 
capturing parental education are dummy variables equal to one, if at least one 
of the parents has achieved the relevant level of education, secondary or 
university education. Secondary school indicates up to four years of upper 
secondary school and university indicates at least some studies at the university 
after upper secondary school. 

The error term in eq. (1) captures, among other things, the ability and 
motivation of the child. If the motivation of a child is correlated with incidents 
occurring during upper secondary school for which I do not control, I could 
have a specification bias problem. Naturally, there are incidents that could 
occur during upper secondary school and influence the child’s grades for which 
I am not able to control. Examples of such factors are alcoholism in the family, 
a parent being incarcerated or if the child starts socializing with the wrong 
crowd. Ultimately, I have to hope that these omitted influences are rare enough 
so as not to create significant problems.  

Another specification issue that deserves some attention, is that of 
endogeneity stemming from reverse causation. If a child has difficulties in 
school and this influences the parents in such a way that they start neglecting 
their work, eventually leading to unemployment, this would lead me to 
estimates exaggerating the impact of unemployment on children’s school 
performance. This situation, seems very far-fetched, however, and I believe 
such a problem to be a second-order issue. 

Many studies use a sibling-difference approach when studying the impact of 
family characteristics on youth outcomes. The main advantage of these studies 
is that any omitted variables describing the children’s family situation that are 
stable over time are shared by all siblings and hence, cancelled out of the 
equation. A disadvantage of the sibling approach is that it does not control for 
within-family heterogeneity, i.e. the approach assumes that all siblings are 
raised identically, which is often not the case.71 In my study, the upbringing 

                                                 
70 The family and child characteristics are presented in Table 1. 
71 Holmlund (2004) finds that within-family heterogeneity biases her basic sibling-approach 
estimates when estimating labor market consequences of teenage childbearing. 
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will, to a large extent, be captured by the pre-incident youth outcome in terms 
of primary school GPA. Further, the sibling-approach will have the same 
problems with time-variant omitted variables as the approach used in this 
paper.72 
 
3 Results 

3.1 Basic results 
As mentioned above, the inclusion of some of the control variables could 
influence the coefficient of primary interest, i.e. that on parental 
unemployment. For example, families suffering from unemployment have, on 
average, lower incomes; hence, the disposable income variable might capture 
part of the "unemployment-effect", and vice versa. Table 4 presents the results 
from four specifications where I include different sets of control variables. 
Specification (1) disregards the separation and income variables, specification 
(2) includes separation, specification (3) extends the analysis by including both 
family disposable income and social assistance and specification (4) is an 
expansion of specification (3), including an interaction between parental 
unemployment and separation. The step-wise extension of the specification will 
give some guidance to the severity of the correlation issues discussed above. In 
addition to the control variables mentioned above, all specifications include 
primary school GPA ranking and information on whether the child has moved 
during upper secondary school, the change in the number of children living in 
the family, child and parental nationality and parental education. 

As can be seen, the coefficient on parental unemployment is influenced by 
the inclusion of both the separation and the income variables. The coefficient is 
negative in the first two specifications, and then turns positive. It is, however, 
insignificant in all specifications. A possible explanation for the lack of an 
effect of parental unemployment on the school performance of the children 
concerned could be that the effect of parental unemployment depends on 
whether it is the mother or the father who is unemployed. I will consider this 
possibility below. 
 

                                                 
72 For a discussion of the sibling-estimator, see Ermisch & Francesconi (2001). 
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Table 4 Basic results of unemployment impact on school ranking 
Specification (1) (2) (3) (4) 

GPA rank, primary school 0.817*** 0.817*** 0.816*** 0.816*** 

 (0.005) (0.005) (0.005) (0.003) 

Unemployment -0.012 -0.004 0.153 0.165 

 (0.213) (0.213) (0.214) (0.214) 

Separation - -0.992 -0.881 -0.724 

 - (0.657) (0.656) (0.763) 

Move -0.829 -0.796 -0.717 -0.714 

 (0.603) (0.604) (0.604) (0.640) 

Disposable income - - 0.225 0.228 

 - - (0.346) (0.806) 

Social assistance - - -2.068*** -2.067*** 

 - - (0.278) (0.286) 

Children 0.105 0.090 0.074 0.074 

 (0.173) (0.174) (0.174) (0.172) 

Interaction - - - -0.579 

 - - - (1.462) 

Child nationality, not Swedish -1.838*** -1.846*** -1.651*** -1.651*** 

 (0.462) (0.462) (0.463) (0.487) 

Parental nationality:     

   Europe 0.043 0.048 0.142 0.141 

 (0.272) (0.272) (0.273) (0.274) 

   Outside Europe -0.510 -0.504 -0.115 -0.115 

 (0.667) (0.667) (0.665) (0.653) 

Parental education:     

   Secondary 0.844*** 0.848*** 0.725*** 0.726*** 

 (0.265) (0.265) (0.265) (0.279) 

   University 2.916*** 2.921*** 2.701*** 2.701*** 

 (0.272) (0.272) (0.274) (0.283) 

Note: Standard errors are in parenthesis. All standard errors are robust to heteroscedasticity. In addition to the 
variables shown in the table, all regressions include a municipality-specific effect. The complete panel consists 
of 35,500 observations. *** denotes significance at the one-percent level. 
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The coefficients on the separation and move variables are, as anticipated, 
negative although insignificant. Disposable income also displays an 
insignificant coefficient with the expected positive sign. On the other hand, the 
dummy variable capturing whether the family has received social assistance 
during the period exhibits a negative coefficient significant at the one-percent 
level. According to my results, a child living in a family receiving social 
assistance during upper secondary school loses two GPA ranking positions. It 
should be kept in mind that the ranking is constructed such that the higher the 
ranking, the better the GPA. The loss of two ranking positions should be 
compared to the mean rank of 29.1, implying that the effect is quite small. 
Further, the coefficient on the number of children is positive, which is non-
intuitive but insignificant.73 

Considering the background variables, it is evident that being born outside 
Sweden has a negative effect on the GPA ranking. It could be expected that 
such an effect would be taken into consideration through the primary school 
GPA. However, it is not unlikely that the disadvantages of being born in 
another country become more evident at a higher, and more demanding, 
educational level. Parental nationality does not seem to have any additional 
effect during upper secondary school,74 while parental education does. The 
effect of having parents with a low education could certainly become more 
evident when attending upper secondary school through lower parental 
understanding and support. It remains to be seen how robust these basic results 
are when I consider which parent is unemployed and the length of the 
unemployment spell. 
 
 
3.2 Disentangling the unemployment effect 
So far, I have investigated whether there is an effect of at least one parent 
having at least one unemployment spell during the period when their child 
attends upper secondary school, and the results have been insignificant. It 
could, however, be imagined that the effect would be different, depending on 
whether the mother or the father was the one suffering from unemployment, 
and depending on the length of the unemployment spell. In all likelihood, long-
term employment creates more distress than short-term unemployment. 
Moreover, the effect could differ between men and women, simply because 
they react differently to becoming unemployed. Eliason and Storrie (2004) find 

                                                 
73 It could be the case that the number of children living in a family is not linearly related to the 
school performance of the children. However, different specifications yield similar results. 
74 Considering more narrow geographical classifications does not yield more significant results. 
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that losing your job shortens the life of men but not of women. One of their 
explanations is that women can cope better when becoming unemployed 
because of their more developed social networks outside the workplace. 
Coping better could imply being able to use your new extra time to do 
something productive, such as spending quality time with your children. 
Suffering greatly from being unemployed almost certainly makes it difficult to 
be a positive influence on the surroundings. Separating the effect by gender 
also helps reducing the problem with a potentially higher probability of 
experiencing parental unemployment for children living with both parents.  

To investigate whether the effect of unemployment on children’s school 
performance depends on whether it is the mother or the father who has been 
unemployed, I include dummy-variables capturing the separate events. If both 
the mother and the father have been unemployed during the period, both 
dummy-variables will be equal to one. The length of the unemployment spell is 
also captured by dummy-variables. I construct four dummy-variables capturing 
whether the child has had a short-term unemployed mother, a long-term 
unemployed mother, a short-term unemployed father or a long-term 
unemployed father. Hence, at most two of these dummy-variables can equal 
one for one specific child. Table 5 displays the descriptive statistics on the new 
unemployment variables.  
 
Table 5 Descriptive statistics, unemployment variables 

Variables  Min  Max  Mean  Standard deviation  

Unemployment, mother 0 1 0.129 0.335 

Unemployment, father 0 1 0.081 0.272 

Short-term unempl. mother 0 1 0.080 0.272 

Long-term unempl. mother 0 1 0.049 0.214 

Short-term unempl. father 0 1 0.054 0.226 

Long-term unempl. father 0 1 0.026 0.161 

Note: All variables are dummy variables. As long-run unemployment, I count unemployment spells lasting 
more than one year. The complete dataset contains information on 35,550 children. 
 

The first column in Table 6 repeats the coefficient from specification (3) in 
Table 4 and the last two columns present the results from two new 
specifications replicating specification (3) in Table 4, but exchanging the 
unemployment variable with the new dummy variables separating the 
unemployment effect. Interestingly, the coefficient on the mother being 
unemployed is positive, which could be interpreted as the positive effect of 
having extra time on your hands exceeding the negative effects of the 

 88



disadvantages caused by unemployment. The estimates suggest that having a 
short-term unemployed mother during upper secondary school improves the 
child’s GPA rank by 0.8 positions and having a long-term unemployed mother 
improves the GPA rank by 0.9 positions, small but precisely estimated effects. 
The positive effect increasing with the length of the unemployment spell most 
likely captures the effect of the mother having even more time to spend with 
her children when she is unemployed for a long period of time.  
 
Table 6 Investigating the effect of parental unemployment 

Specification Base-specification Mother/father Short-term/Long-term 

Unemployment 0.153 - - 

 (0.214) - - 

   Mother - 0.820*** - 

 - (0.253) - 

   Father - -0.950*** - 

 - (0.302) - 

   Mother short-term - - 0.779** 

 - - (0.319) 

   Mother, long-term - - 0.890** 

 - - (0.374) 

   Father, short-term - - -1.176*** 

 - - (0.361) 

   Father, long-term - - -0.485 

 - - (0.513) 

Note: Base-specification is column (3) in Table 4. As long-run unemployment, I count unemployment spells 
lasting more than one year. Standard errors are in parenthesis. All standard errors are robust to 
heteroscedasticity. In addition to the variables shown in the table, all regressions include a municipality-
specific effect and the same control variables as the base-specification. Estimates on the control variables are 
shown in Appendix 1. The complete panel consists of 35,550 observations. *** and ** denote significance at 
the one and five percent level, respectively. 
 

Having an unemployed father, however, seems to have a negative effect on 
children’s school performance. The estimates suggest that having a short-term 
unemployed father during upper secondary school decreases the child’s GPA 
rank by 1.2 positions. However, the effect of having a long-term unemployed 
father is not measured with statistical significance. These results could be an 
indication of the fact that women actually do cope better with being 
unemployed than men and are able to use their extra time in a productive 
manner, while the unemployment of the father is predominantly destructive. 
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The fact that long-term parental unemployment has a less clear effect could be 
interpreted as the shock of unemployment wearing out. 

It can be imagined that the positive effect of having an unemployed mother 
might partly depend on her educational level. Quality time with a parent could 
have a lower value in an educational respect if the parent is low-skilled. To 
investigate whether paternal education has an effect in this respect, I included 
interactions between parental unemployment and educational level in the 
specification presented in column 2 above. However, I find no evidence of the 
positive effect of maternal unemployment depending on the educational level 
of the mother. Neither is the negative effect of paternal unemployment altered 
by such interactions. To return to the correlation issue between parental 
unemployment and the income variables discussed above, the results presented 
in the last two columns of Table 6 are robust to a step-wise expansion of the 
specification.75 
 
4 Sensitivity analysis 

4.1 The unemployment sample 
As mentioned above, the observations determining the coefficient on parental 
unemployment are the children having experienced an unemployment spell in 
their family. For the results in this paper to be considered as general, I would 
have to prove that this sub-sample is representative. I already stated that it is an 
advantage that this group is large, and that the variation in unemployment 
during this period can be traced to macroeconomic events, but it is also of 
interest to consider more detailed characteristics of the sub-sample, as 
compared to the full sample, to determine whether the unemployment spells 
during the period can be considered as randomly assigned, i.e. unrelated to 
family characteristics and the pre-incident youth outcome.  
 

                                                 
75 To appreciate the influence of omitted variables bias, I gradually extend the number of control 
variables while observing the estimate on parental unemployment. It turns out that the 
coefficients on maternal and paternal unemployment are robust to the inclusion of other control 
variables, such as social assistance and disposable income and thus, we believe the correlation 
problem to be a less serious issue. 
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Table 7 Characteristics of children with unemployed parents 
 Children, 

full  

sample 

Children,  

u-sample 

Mother,  

full  

sample 

Mother,  

u-sample 

Father, 

full  

sample 

Father,  

u-sample 

Primary GPA  3.643 3.560     

Female 0.497 0.476     

Country of birth:    

   Sweden 0.963 0.937 0.900 0.870 0.758 0.751 

   Nordic 0.006 0.010 0.046 0.056 0.028 0.036 

   Europe 0.008 0.016 0.030 0.034 0.033 0.039 

   Outside E 0.023 0.037 0.016 0.033 0.014 0.027 

   Missing obs. 0 0 0.008 0.007 0.167 0.147 

Highest level of completed education: 

   Primary   0.175 0.227 0.187 0.241 

   Secondary   0.443 0.522 0.351 0.395 

   University   0.348 0.215 0.273 0.194 

   Missing obs.   0.034 0.036 0.189 0.170 

Note: U-sample is the children having experienced an unemployment spell in their family; the remaining 
columns are taken from Tables 1 and 2. GPA from primary school is mean GPA. Outside E is outside 
Europe. The complete dataset contains information on 35,550 children, 6,862 of whom experienced parental 
unemployment between 1990 and 1993. 

 
Table 7 presents descriptive statistics on the unemployment sub-sample, 

along with the statistics from Table 1 and 2 on the full sample. As can be seen, 
the unemployment sample exhibits a primary school GPA, which is on average 
only marginally lower than that in the full sample. There are also relatively 
small differences in the number of females and the country of birth for both the 
children and the parents. It is, however, clear that the parents in the 
unemployment sub-sample are in general less educated.76 This comes as no 
surprise, since unemployment rates are generally higher among low-skilled 
workers. This pattern would, however, most likely be even more evident with 
data from another time period when unemployment rates were lower. Finally, it 
is worth noting that the number of missing observations on the characteristics 
of the parents is, somewhat surprisingly, marginally smaller for the 
unemployment sample. These statistics imply that the unemployment sample is 
not entirely representative. Hence, my results cannot be considered as 
representative for the whole population. 

                                                 
76 These differences are statistically significant. 
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4.2 The excluded children 
As mentioned above I have, due to heterogeneity, excluded all children not 
choosing to attend a three-year upper secondary school program directly after 
primary school and actually managing to complete the program in three years. 
This means that I have excluded children choosing to attend a shorter upper 
secondary school program and children choosing to postpone their upper 
secondary school for some reason, or who simply drop out of school. It could 
be imagined that the children I have excluded might have high probabilities of 
living in a problematic family. For example, it is very likely that the parents of 
the excluded children are less educated than the parents of the children 
choosing a three-year program and consequently, have higher probabilities of 
becoming unemployed.  

In total, there were 109,392 children completing primary school in 1990. 
Out of these, there were 53,000 (48.4 %) children completing upper secondary 
school in 1993, 31,384 (28.7 %) attending a shorter upper secondary school 
program which they completed before 1993 and 8,534 (7.8 %) children 
completing some kind of upper secondary school program during the period 
1994 to 1999. 16,474 children (15.1 %) had still not completed an upper 
secondary school program in 1999, here called dropouts. For 11,700 of the 
53,000 children completing upper secondary school in 1993, I have missing 
observations on key-variables, here called the missing observations group. The 
missing observations are mainly on the disposable income of the family or the 
family structure (whether the child lives with both his biological parents). 
Table 8 contains comparable descriptive statistics for the groups of children 
discussed above. 
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Worth noting is that the number of missing observations on the parents’ 
characteristics is larger for all other groups as compared to the one I study 
(however, only marginally so for the group of children completing upper 
secondary school before 1993). As commented above, these missing 
observations to a large extent stem from the fact that information on both 
parents is only included when children live in the same household as both 
parents. Hence, more missing observations on the parents’ characteristics most 
likely indicate that a larger proportion of these children have divorced parents 
when completing primary school as compared to the children I study. The 
proportion of missing observations on the characteristics of the father is the 
largest among the dropouts and for mothers, there are most missing 
observations in the group I have excluded because of many missing 
observations on key-variables. 

Further, there seems to be a smaller proportion of children born abroad 
among the children choosing to go through with an upper secondary school 
program directly after primary school (i.e. those completing upper secondary 
school before 1994). The same pattern seems to hold for parental nationality. 
Considering parental education, the groups completing a shorter upper 
secondary school before 1993 and the dropouts have the least educated parents. 
The remaining groups have similarly educated parents. 

It seems that the children in the group I study live in families with relatively 
highly educated parents, and that the proportion of children living in divorced 
families is probably smaller than in the other groups. Therefore, it can only be 
assumed that my estimated effects of parental unemployment on children’s 
school performance hold for children living in relatively stable families. To 
make any suggestions regarding these effects for children in more problematic 
families, this group must be investigated separately. However, it can be 
imagined that children living in more problematic families would, to an even 
larger extent, be affected by additional strains on the family. 
 
5 Conclusions 
As far as I am aware, this is the first paper investigating the effect of parental 
unemployment on children’s school performance. The empirical method builds 
on the idea that primary school GPA can be used to control for family and 
individual heterogeneity. I use data on children completing primary school in 
1990 and thereafter directly continuing with three years of upper secondary 
school.  
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My main results can be summarized as follows. If a mother is subjected to 
an unemployment spell during the period when one of her children attends 
upper secondary school, the school performance of the child marginally 
improves. This implies that the positive effect of having extra time on your 
hands exceeds the negative effects of the disadvantages caused by 
unemployment. The positive effect of having an unemployed mother seems to 
increase with the length of the unemployment spell. However, having a short-
term unemployed father has a negative effect on a child’s school performance, 
while the effect is insignificant for long-term paternal unemployment. One 
explanation for the differing results across genders could be that women in 
general cope better with being unemployed and hence, are able to use their new 
extra time doing something productive, such as spending quality time with their 
children. The fact that a long-term unemployment spell of the father has a less 
clear effect could be interpreted as the shock of unemployment wearing out.  

Given that this is the first paper analyzing the relationship between parental 
unemployment and children’s school performance, it seems appropriate to 
mention issues that have not been addressed in this paper as suggestions for 
future research. To generalize the effect of parental unemployment on 
children’s school performance, one would need to consider the relationship for 
children choosing to never attend upper secondary school, dropping out of 
upper secondary school or attending a shorter upper secondary school program. 
It would also be interesting to consider the relationship between parental 
unemployment and children’s school performance during a period with lower 
unemployment rates. As discussed earlier, it could be the case that being 
unemployed when unemployment rates are low is associated with higher social 
and psychological costs of being unemployed, making it more difficult to use 
your new extra time to help your children.  
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Appendix  
 
A.1 Results for control variables in Table 6 
 
Table A1 Results for control variables corresponding to the results in Table 6. 

Specification Mother/father Short-term/Long-term 

GPA rank, primary school 0.816*** 0.816*** 

 (0.005) (0.005) 

Separation -0.919 -0.916 

 (0.656) (0.656) 

Move -0.804 -0.800 

 (0.603) (0.603) 

Disposable income 0.200 0.198 

 (0.333) (0.332) 

Social assistance -2.091*** -2.099*** 

 (0.279) (0.279) 

Children 0.077 0.069 

 (0.174) (0.174) 

Child nationality, not Swedish -1.669*** -1.677*** 

 (0.463) (0.462) 

Parental nationality:   

   Europe 0.164 0.162 

 (0.273) (0.273) 

   Outside Europe -0.094 -0.122 

 (0.666) (0.665) 

Parental education:   

   Secondary 0.738*** 0.740*** 

 (0.265) (0.265) 

   University 2.724*** 2.727*** 

 (0.274) (0.273) 

Note: Standard errors are in parenthesis. All standard errors are robust to heteroscedasticity. In addition to the 
variables shown in the table, all regressions include a municipality-specific effect. The complete panel consists 
of 35,500 observations. ***, ** and * denote significance at the one, five and ten percent level, respectively. 
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