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Abstract
Rosenqvist, O. 2016. Essays on Determinants of Individual Performance and Labor Market
Outcomes. Economic studies 161. 151 pp. Uppsala: Department of Economics, Uppsala
University. ISBN 978-91-85519-68-2.

Essay 1 (with Oskar Nordström Skans): This paper provides field evidence on the causal
impact of past successes on future performances. Since persistence in success or failure is likely
to be linked through, potentially time-varying, ability it is intrinsically difficult to identify the
causal effect of succeeding on the probability of performing well in the future. We therefore
employ a regression discontinuity design on data from professional golf tournaments exploiting
that almost equally skilled players are separated into successes and failures half-way into the
tournaments (the “cut”). We show that players who (marginally) succeeded in making the
cut substantially increased their performance in subsequent tournaments relative to players
who (marginally) failed to make the cut. This success-effect is substantially larger when the
subsequent (outcome) tournament involves more prize money. The results therefore suggest that
past successes provide an important prerequisite when performing high-stakes tasks.

Essay 2: Recent experimental evidence suggests that women in general are more discouraged
than men by failures which potentially can explain why women, on average, are less likely than
men to reach top-positions in firms. This paper provides the first quasi-experimental evidence
from the field on this issue using data from all-female and all-male professional golf tournaments
to see if this result can be replicated among competitive men and women. These top-performing
men and women are active in an environment with multiple rounds of competition and the
institutional set-up of the tournaments makes it possible to causally estimate the effect of the
result in one tournament on the performance in the next. The results show that both male and
female golfers respond negatively to a failure and that their responses are virtually identical.
This finding suggests that women’s difficulties in reaching top-positions in firms are caused by
external rather than internal barriers.

Essay 3: Voting is a fundamental human right. Yet, individuals that are younger than 18 do
typically not have this right since they are considered uninformed. However, recent evidence
tentatively suggests that the political knowledge of youths is endogenous to the voting age. I
test for the existence of such dynamic adjustments utilizing voting age discontinuities caused by
Swedish laws. I employ a regression discontinuity strategy on Swedish register data to estimate
the causal effect of early age voting right on political knowledge around age 18. The results
do not support the existence of positive causal effects of early age voting right on political
knowledge. Thus, we should not expect that 16-year-olds respond by acquiring more political
knowledge if they are given the right to vote. This finding weakens the case for a lowering of
the voting age from 18 to 16.

Essay 4 (with Lena Hensvik): We postulate that firms’ production losses  from absence
depend on the employees’ internal substitutability, incentivizing firms to keep absence low in
positions with few substitutes. Using Swedish employer-employee data we show that absence
is substantially lower in such positions even conditional on establishment and occupation fixed
effects. The result reflects sorting on both entry and exit margins, with stronger separations
responses when it was difficult to predict the absence of the employees beforehand. These
findings highlight that internal substitution insures firms against production disruptions caused
by absence and that absence costs are important aspects of firms’ hiring and separations
decisions.

Keywords: Confidence, success, failure, performance, regression discontinuity design, golf,
gender differences, glass ceiling, voting age, political knowledge, civic interest, dynamic
effects, sickness absence, production disruption, coworker substitutes, hiring decisions,
separations
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Introduction 

This thesis consists of four self-contained essays. The general purpose of the 
thesis has been to investigate the extent to which factors beyond ability (in-
telligence) and education affect individuals’ performance and shape their 
labor market outcomes. Understanding and paying attention to the subtleties 
that determine our ability to perform complex tasks and that influence our 
career paths is essential for forming welfare-enhancing policies and for ex-
plaining patterns on the labor market. I study three broad and potentially 
important determinants of performance and labor market outcomes: confi-
dence, motivation and health.  

The research on confidence is based on data from professional golf tour-
naments while the other topics are studied through empirical analyses of 
Swedish register data with rich information on, among other things, individ-
uals’ labor market outcomes.  

The first two essays specifically study the causal effect of a previous suc-
cess, which is assumed to build confidence, on current performance among 
individuals participating in professional golf tournaments. The third essay 
investigates whether having the right to vote at an early age, which is as-
sumed to increase the motivation to acquire political knowledge, improves 
the high school grade in Social Studies. The fourth essay considers how 
health and especially sickness absence shape labor market outcomes and 
career opportunities. I discuss these three themes below in turn.   
 
Confidence 
It has long been known that human performance is sensitive to emotions and 
stereotypes (see, e.g., Ellis et al. [1997] and Steele and Aronson [1995]). At 
the same time, humans are known to exaggerate previous successes and for-
get previous failures, so that they think of themselves more highly than oth-
ers do (see, e.g., Guthrie [2001] and Weinstein [1980]). In an interesting 
theoretical contribution, Compte and Postlewaite (2004) suggest that the 
latter behavior is an adaption to the former sensitivity. Their argument builds 
on the notion that confidence enhances performance and that the perceived 
empirical frequency of success affects confidence levels. Thus, according to 
Compte and Postlewaite (2004), it can actually be rational and welfare-
enhancing to have positively biased recollections of previous performances.  

Of course, this reasoning relies on a positive causal relationship going 
from confidence to performance. Although intuitively reasonable, this rela-
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tionship has proven hard to show empirically. If confidence is defined by 
previous successes and failures, there will typically be a positive relationship 
between confidence and genuine ability since more able individuals more 
often succeed. Thus, regressing current performance on past outcomes leads 
to biased estimates, since the underlying ability is correlated with both cur-
rent performance and past outcomes. Estimating the causal effect of confi-
dence on performance instead requires a situation where ability can be held 
constant.  

Situations like that are rare in naturally occurring settings which, up to 
this point, has led researchers to investigate the question using laboratory 
experiments where assignment to success and failure can be manipulated at 
the will of the researchers. These studies typically find that successful out-
comes improve subsequent performance, while failures worsen future per-
formance (see Gill and Prowse [2014] and Bélanger et al. [2013]). But do the 
results hold true in a real-world situation where the stakes are high? 

This is the question that Oskar Nordström Skans and I try to answer in 
Essay 1 using data from male professional golf tournaments which offer an 
opportunity to study almost equally skilled players that experience successes 
and failures. Golf tournaments are played over four days (typically Thurs-
day–Sunday) and 18 holes are played each day. Roughly 140 players partici-
pate in the typical tournament. Only players that are tied for 65th place or 
better after two days are qualified for the remaining two days and all of them 
will receive at least some prize money. Players who do not qualify must 
leave the tournament and receive no prize money at all, making participation 
a financial loss. Players close to the qualification threshold have performed 
almost equally well (i.e. they have almost the same ability) but will arguably 
remember the tournament differently in terms of success and failure.  

 We use a regression discontinuity design to compare the performance of 
marginally successful and unsuccessful players in the subsequent tourna-
ment, which is played the next week. We can thereby remove the confound-
ing influence of underlying ability and estimate the causal effect of success, 
which is assumed to build confidence, on performance. We find that margin-
ally successful players substantially outperform marginally unsuccessful 
players in the next tournament. Marginally successful players are about three 
percentage points more likely to pass the qualification threshold in the next 
tournament and use 0.25 fewer shots after two rounds. This finding shows 
that confidence in one’s own ability is also crucial for human performance in 
high stakes real-world situations, which confirms the relevance of the hy-
pothesis that it is rational and welfare-enhancing to have positively biased 
recollections of previous performances.  

In Essay 2, I complement the analysis with more data from female profes-
sional golf tournaments. It has been suggested in previous research that 
women become more discouraged than men by experiencing failures and 
that this might be one explanation for why women are underrepresented in 
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top-positions in firms and other organizations (see Gill and Prowse [2014]). 
In competitive environments, individuals are bound to occasionally experi-
ence failures and if those failures worsen future performance more for wom-
en than for men, then initially unsuccessful women might face problems 
making future career advancements. Some women might also avoid compe-
tition intensive careers altogether if they anticipate these dynamics.  

The hypothesis of gender differences in the performance response to pre-
vious failure has, however, not been tested using data from real-world situa-
tions with repeated competition. In Essay 2, I do just that using data from 
all-male and all-female professional golf tournaments. Using the same em-
pirical strategy as in Essay 1, I find that the difference in current perfor-
mance between previously marginally successful and marginally unsuccess-
ful players is virtually the same for men and women. This result, although 
from a rather particular empirical context, suggests that men and women are 
actually equally sensitive to previous competitive outcomes, which indicates 
that gender differences in the ability to cope with failure is an unlikely ex-
planation for the underrepresentation of women in top-positions on the labor 
market.                                   
 
Motivation 
As economists, we think it is important for policy-makers to consider poten-
tial dynamic effects of changes in policies and laws. Individuals might, e.g., 
adjust their labor supply in response to a change in the income tax, making 
fiscal calculations based on a static world misleading. Similarly, it is also 
important to take motivation or incentives into account in areas outside pure 
economics. In Essay 3, I therefore step into the world of political science to 
investigate whether a lower voting age can have dynamic effects with re-
spect to the level of political knowledge among young people, i.e. is the lev-
el of political knowledge at age 16 greater if an individual can vote at age 16 
rather than at age 18?  

This piece of research is motivated in part by the recent popular debate in 
many western countries, including Sweden, about the appropriate voting age, 
and also by two studies that have examined the level of political knowledge 
for different age groups in the UK and Austria. The voting age in the UK is 
18, and that has been the case for several decades, whereas the voting age in 
Austria was lowered to 16 in 2007. The study carried out in the UK (Chan 
and Clayton [2006]) used data from 1991 and 2001 and investigated the lev-
el of political knowledge among individuals who were at least 16 years of 
age. They found a clear age gradient in political knowledge, with 16-year-
olds exhibiting the worst results. Based on this result, the researchers sug-
gested that the voting age should not be lowered to 16 in the UK. Note that 
this conclusion was reached under a voting age regime of 18. The study car-
ried out in Austria (Wagner, Johann and Kritzinger [2012]) used data from 
2009 and performed a similar analysis. Contrary to the first study, they 
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found that 16-year-olds possessed virtually the same level of political 
knowledge as their somewhat older fellow citizens and based on that finding, 
they concluded that a voting age of 16 was reasonable. Wagner, Johann and 
Kritzinger (2012) also suggested that their study had a substantial advantage 
compared to Chan and Clayton (2006), since their conclusion was reached 
under a voting age regime of 16. They argue that this is important because 
16-year-olds might become more politically knowledgeable simply because 
they are given the right to vote.  

But the diverging results in Chan and Clayton (2006) and Wagner, Johann 
and Kritzinger (2012) could also potentially be explained by cross-country 
differences other than the voting age between the UK and Austria, such as 
the school system. In Essay 3, I therefore investigate the hypothesis that 
having the right to vote increases the motivation to become politically 
knowledgeable in a more controlled framework. Conceptually, I try to an-
swer the following question: Consider a pair of twins, where one of the twins 
can vote at 16 and the other at 18. Will the twin who can vote at 16 exhibit 
higher levels of political knowledge at age 16 than the other twin, since he or 
she has stronger incentives to learn about the political system and the differ-
ent political alternatives? Empirically, I answer this question by comparing 
the high school grade in Social Studies of individuals who turn 18 just before 
and just after a major election in Sweden. This allows me to estimate the 
causal effect of early age voting right on levels of political knowledge 
around age 18. I find that individuals turning 18 just before and just after a 
major election in Sweden exhibit virtually identical levels of political 
knowledge around or shortly after age 18. Even though I study 18-year-olds 
rather than 16-year-olds, this result generally indicates that having the right 
to vote does not make young individuals more motivated to learn about poli-
tics and society. 

Thus, while lowering the voting age to 16 might be reasonable based on 
general human rights considerations, we should not expect 16-year-olds to 
become more engaged in and more knowledgeable about society just be-
cause they are given the right to vote.                     
 
Health 
Sickness absence rates are rising in Sweden and in many other European 
countries. While high absence rates and associated sickness insurance ex-
penditures are generally acknowledged as a major national fiscal problem 
that needs to be tackled, less focus has been given to the individual conse-
quences of sickness absence. By definition, sickness absence is of course 
associated with different degrees of suffering for the sick individual, but can 
it also lead to adverse consequences on the labor market, such as decreased 
access to certain types of jobs?  

This is the question that Lena Hensvik and I study in Essay 4. Our starting 
point is the idea that there are complementarities between job characteristics 
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and worker characteristics that can lead to match-specific gains in productiv-
ity (see Sattinger [1975] and Tinbergen [1956] for the origin of this idea). A 
substantial part of the research in labor economics is devoted to how firms 
and workers search for their optimal partners and how this affects wages and 
job separation patterns. While the focus of this research has been on com-
plementarities between workers’ skills and the skill requirement of different 
jobs (see, e.g., Abowd et al. [2007], Andersson et. al [2009] and Lazear 
[2009]), little is known about how other worker characteristics, such as 
health, go along with different types of jobs.  

In Essay 4, we test the novel hypothesis that there is a positive association 
between individuals’ sickness absence probabilities and their degree of sub-
stitutability on the workplace. The fundamental idea is that firms are reluc-
tant to hire individuals with high sickness absence probability for jobs that 
require skills that few other employees on the workplace possess. Absence 
from those kinds of jobs can lead to major production disruptions for a firm, 
since nobody on the workplace can fill the position and carry out the associ-
ated tasks. Conceptually, think of a workplace in which all employees are 
dependent on IT services, but that can only afford to employ one IT techni-
cian. If the IT technician is absent, the rest of the employees may face prob-
lems performing their work.  

We measure sickness absence by a dummy for receiving sickness pay (i.e. 
being absent more than 14 days) and substitutability by the number of other 
employees in the same combination of workplace and occupation (i.e. poten-
tial substitutes).  

We reach four major conclusions. First, in the cross-section, it is clear that 
having few substitutes is associated with low sickness absence. Second, new 
hires in jobs with relatively few substitutes had significantly lower pre-hire 
sickness absence than new hires in jobs with a relatively high number of 
substitutes. Third, by following individuals over time, we can see that the 
same individual has significantly lower sickness absence when he or she 
works in a job with few substitutes than when he or she works in a job with a 
relatively high number of substitutes. Fourth, exhibiting sickness absence in 
a job with few substitutes is more strongly associated with job separation 
than exhibiting sickness absence in a job with a relatively high number of 
substitutes. 

The results are consistent with our hypothesis that there should be a posi-
tive association between individuals’ sickness absence probabilities and their 
degree of substitutability in the workplace. The results also show that firms 
use three different strategies to achieve an allocation where low-absence 
workers work in low substitutability jobs and vice versa: pre-hire screening, 
on-the-job pressure and post-hire adjustments. Thus, despite the fact that an 
individual’s probability of being sick is arguably much harder to observe for 
an employer than, for example, formal credentials (such as education level) 
it is somehow observed, or at least approximated, and it blocks individuals 
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from entering certain jobs. However, more research is needed to find out 
exactly how employers are able to assess the sickness absence probabilities 
of job seekers.                  
 
Concluding comments 
Overall, the findings in this thesis support the idea that factors other than 
ability and education substantially affect individuals’ performance and labor 
market outcomes. The results suggest that confidence is crucially important 
when performing complex high stakes tasks, while a good and stable health 
appears to be of major importance for getting access to positions in firms 
where absence potentially can lead to major production disruptions. 

The positive causal relation between confidence and performance that 
was established in Essay 1 and Essay 2 is of particular interest from a social 
inequality perspective since initial confidence has been found to be positive-
ly correlated with socioeconomic background (see Twenge and Cambell 
[2002]). Confidence might therefore be a mechanism that widens the per-
formance and income gap between individuals from advantaged respectively 
disadvantaged socioeconomic backgrounds and that consequently contrib-
utes to intergenerational rigidity in socioeconomic mobility. 

The fact that the effects of earlier successes (which are assumed to build 
confidence) on current performance appear very similar for men and women 
further indicates that career differences between men and women, especially 
with respect to representation in top positions in the labor market, are not 
caused by gender differences in the psychological sensitivity to previous 
competitive outcomes which Gill and Prowse (2014) speculated. 

The thesis also present novel results on sickness absence which should be 
considered a central labor market phenomenon. And, quite surprisingly, 
economists have paid little attention to how sickness absence affect firms’ 
production processes and to what extent varying costs of production disrup-
tions caused by absence affect hiring, firing and absence rates. The results 
clearly indicate that the interaction between production disruption costs and 
sickness absence are of crucial importance for understanding the relationship 
between health and labor market outcomes. Notably, it is well established in 
the literature that sickness absence is decreasing in socioeconomic status 
(see, e.g., Fuhrer et al. [2002]). Given the adverse consequences of exhibit-
ing sickness absence for labor market outcomes that were documented in 
Essay 4 it is thus also troubling, from an equality perspective, that individu-
als from poor backgrounds are particularly susceptible to spells of sickness 
absence and, as the results indicate, may thus also be excluded from the parts 
of the labor market where absence is more costly. 

All the hypotheses that are tested in this thesis are, however, not support-
ed by the data. The analysis of the interaction between voting right and polit-
ical knowledge in Essay 3 suggests that young people do not rise to the oc-
casion and become more politically knowledgeable just because they are 
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given the right to vote. Thus, while motivation is a key driver for human 
behavior in many aspects of life, having the right to vote does clearly not 
generate sufficient motivation to learn more about politics. This is an im-
portant piece of evidence when considering the potential effects of lowering 
the voting age. 
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Essay 1: Confidence enhanced performance? – 
The causal effect of success on future 
performance in professional golf tournaments1  
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1 Introduction 
The determinants of performance in different aspects of life constitute a key 
element within economics. As a consequence, economists have devoted con-
siderable effort to quantifying the extent to which factors such as education, 
experience, effort, cognitive and non-cognitive skills, beauty and height af-
fect performance in various contexts such as schools and labor markets. One 
possible mechanism through which many of these factors may affect the 
ability to perform demanding or complex tasks is by altering the individual’s 
own perception of the ability to perform these tasks, i.e. through building 
confidence. One specific version of this mechanism is the idea of “hot-hand” 
effects in the world of competitive sports. In this paper we provide quasi-
experimental field evidence on the effects of past successes on future per-
formance.  

A starting point for our analysis is provided by Compte and Postlewaite 
(2004) who postulated that there may be causal link from past successes on 
future performance through “confidence”, defined as the perception of pre-
vious performances. Conceptually, consider two identically skilled surgeons 
performing identical surgeries where one patient dies and the other one sur-
vives due to random chance. Arguably, the surgeon whose patient died will 
think of the event as a failure, whereas the other will think of it as a success. 
The question is whether this difference in perception will have a causal im-
pact on their performances in the future. There is so far very little credible 
field evidence on the empirical relevance of this fundamental idea. A likely 
reason for the scarce set of previous evidence on the issue is that it is inher-
ently difficult to analyze since those that perform well today also may per-
form well tomorrow, and vice versa, simply because more able individuals 
are likely to persistently perform better than less able individuals.  

In this paper we use data from professional golf tournaments, relying on a 
special feature in these tournaments enabling us to perform a regression dis-
continuity (RD) analysis to identify the causal impact of succeeding in one 
tournament on the performance in the next.2 Midway through most of the 
professional golf tournaments on the European PGA Tour there is a qualifi-
cation threshold (the cut) that a player must pass (make) in order to complete 
the tournament and earn prize money. Players around the threshold have 
performed almost equally well but, arguably, when the players look back on 
their performance, those who barely passed will have a perception of success 
whereas those who barely failed will have a perception of failure. By study-

                               
2 In using data from the world of sports to study fundamental economic processes we follow 
in a long line of previous papers. Ehrenberg and Bognanno (1990a and 1990b), Orszag (1994) 
and Melton and Zorn (2000) all use data from golf tournaments to study the predictions of 
tournament theories and Pope and Schweitzer (2011) use data from golf tournaments to meas-
ure loss aversion. 
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ing the results in the subsequent tournament we are able to isolate the effect 
of present success on future performances.3  

Empirically, we are perhaps closest in spirit to the study of “hot-hand” ef-
fects within sports economics, i.e. the notion that athletes’ performances 
during certain (short) periods are significantly better than otherwise; see e.g. 
Livingston (2012) and Clark III (2005) for two examples using data from 
golf tournaments, Abrevaya (2002) for an example using data from bowling 
tournaments, Crust and Nesti (2006) for a wider review of the phenomenon 
and Rabin and Vayanos (2010) for a theoretical discussion.  We do, howev-
er, provide two novelties relative to the existing hot-hand literature. Firstly, 
we look at a longer time interval (a week) between subsequent performances 
and thus we are able to study effects that go beyond the immediate state of 
mind. Secondly, instead of only following the performance of an individual 
player over time we can control for the counterfactual development (i.e. the 
player in a failure state) and thereby reduce the confounding impact of exog-
enous time-varying but persistent factors that may affect the players. Thus, 
we believe that we are more likely to be able to detect a causal “hot-hand” 
relationship than previous studies.4  

The previous literature also contains a number of studies where the as-
signment to success and failure is manipulated in a controlled laboratory 
setting. Most of these studies find that (perceived) successes tends to lead to 
improved subsequent performance while (perceived) failures deteriorate 
future performance, see, e.g. Gill and Prowse (2012, 2014) and Bélanger et 
al. (2013) for a recent review. A number of relatively recent studies have 
also examined the importance of relative feedback information on subse-
quent performance, finding mixed results. Azmat and Iriberri (2010) and 
Tran and Zeckhauser (2012) both report that when individuals in a group 
receive information about their relative performance ranking in the group, 
the group as a whole performs better in the future. Since they find improve-
ments in subsequent performance over the whole distribution, the results 
suggest that relative feedback information spurs a general will to compete. 
Eriksson et al. (2009), on the other hand, find no general effect from relative 
performance feedback but instead document a reduction in the quality of low 
performers’ work. Along the same lines Murphy and Weinhardt (2013) find 
that students in English primary schools are sensitive to their local rank. 
They compare equally able students (same score on a standardized national 
test at the end of primary school) that differ with respect to their local rank. 
Students in the top of the performance distribution at their school outperform 

                               
3 Making the cut improves the ranking of a player compared to failing to make the cut; but 
this ranking has, unlike in some other sports (e.g. tennis), no direct benefits in the upcoming 
tournament.  
4 See Wardrop (1999), Frame et al (2003) and Bar-Eli et al. (2006) for discussions regarding 
difficulties when attempting to estimate hot-hand effects.  
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students with poor local rank in secondary school even though they had the 
same test score.5 

A key difference between these studies and our set-up is that we isolate 
the impact of success in a setting where the subjects are fully informed re-
garding the underlying process, once success or failure has been determined. 
Players know how many strokes they used, what their final rank became, and 
whether they passed the cut or not.  Thus, scoring one stroke less to pass the 
cut is not more informative regarding the own ability than scoring one stroke 
less to get closer to (or further from) the cut.6  

To preview our results, we show that players just above and below the cut 
indeed are comparable in terms of predetermined characteristics allowing us 
to infer the causal impact of the initial success on future outcomes. We fur-
ther show that making the cut in a tournament has a large and statistically 
significant positive causal effect on the outcomes in the subsequent tourna-
ment. The number of strokes after two rounds falls by a quarter of a stroke 
and the probability of making the cut in the following tournament increases 
by 3 percentage points from a baseline of 50 percent. This is a sizable effect 
in relation to the importance of other variables in the data such as years of 
professional experience and the average score per round the previous year.  

An important caveat in terms of the interpretation is that players who pass 
the cut earn prize money and the opportunity to continue playing competitive 
golf during two more days in the initial (“treatment”) tournament. In order to 
tentatively investigate if these factors contribute to (or mitigate) the effects 
we find, we have analyzed if the effects vary depending on the stakes (prize 
money) in the treatment tournament and subsequent (“outcome”) tournament 
played during the week after. The results show that the effects are independ-
ent of the prize money involved in the treatment tournament, suggesting that 
(at least the magnitudes of) financial rewards are unlikely to be the key de-
terminant of our main results. On the other hand, we do find that the benefits 
of past successes are confined to the cases when the stakes in the outcome 
tournament are high, which we interpret as consistent with the notion of a 
psychological transmission mechanism.7 We do, however, acknowledge that 
we are unable to, with certainty, rule out the possibility that either earned 
prize money or the two days of additional competitive experience to some 

                               
5 A related literature studies the importance of “stereotype effects”, where subjects’ perfor-
mance on tests are found to be affected by information regarding the average performance 
among people with similar characteristics as themselves, see e.g. Cadinu et al. (2003),  Cadinu 
et al. (2005) and  Aronson et al. (1999). 
6 Notably, Compte and Postlewaite (2004) show that it can indeed be rational to have biased 
recollections of previous performances as long as performance is directly affected by (the 
perception of) previous performances. 
7 Making the cut can also give a player additional positive publicity and a feeling of being on 
a lucky streak; we interpret any positive effects this entails as being part of the overall impact 
of confidence.  
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extent contribute to, or attenuate, the estimated overall effect of past suc-
cesses on future performance within professional golf tournaments.  

The rest of the paper is structured as follows. In section 2 we present a 
stylized model and the key elements of our empirical analysis. Section 3 
explains the empirical setting and describes the data. Section 4 deals with the 
validity of the empirical strategy, shows the baseline results and analyses the 
role of the involved stakes. Section 5 concludes. 

2 Empirical strategy 
In this section we outline a stylized model of performance and confidence. 
The purpose of the model is to highlight the logic of our identification strat-
egy and to provide a useful framework for discussing threats to our key iden-
tifying assumptions.  

2.1 A stylized model  
We borrow our basic set-up from Compte and Postlewaite (2004) who put 
the notion that confidence can affect performance into a formal model. 
However, since our objective is different from theirs, we reformulate their 
model to make it richer in details that are relevant for our setting, but instead 
ignore other aspects. Compte and Postlewaite build their model around two 
broad ideas. The first is that individuals find it easier to recollect good mem-
ories (successes) than bad memories (failures) and that individuals tend to 
attribute successes to their own performance and failures to various exoge-
nous circumstances. The second notion is that emotions and stereotypes af-
fect performance. Building on these ideas, they construct a model where 
performance is a function of confidence and confidence in turn is a function 
of the “perceived empirical frequency of success” and show that it is welfare 
enhancing to have a positively biased perception of previous performances if 
confidence affects performance. 

Following Compte and Postlewaite (2004) we assume that higher confi-
dence (ܥ) will increase performance. For practical reasons we formulate 
increased performance as a reduction in the number of mistakes (ܼ). In addi-
tion, we assume that individuals differ in their abilities (ܣ) and that the fre-
quency of mistakes has a random orthogonal component (ߝ) with mean zero. 
Hence, consider the following two-period model of mistakes: ܼ௧ = ௧ߙ + ܣߚ + ௧ܥߛ +  ௧     (1)ߝ

where 2 ,1 = ݐ. Since ܼ is the number of mistakes, we expect both ߚ and ߛ to 
be negative. It should be evident that the model includes two distinct factors 
(ability and confidence), each of which can generate an inter-temporal corre-



 26 

lation in the number of mistakes. Since both of these factors are unobserved, 
it is intrinsically difficult to isolate their empirical relevance. However, em-
pirical identification is possible in settings where performance is continuous, 
but confidence is built as a result of discrete successful events. Conceptually, 
such settings (could) include cases such as when a player makes (or misses) 
the golf cut, a surgeon’s patient survives (or dies) during surgery or a student 
passes (or fails) an exam. To mimic these settings, we assume that perfor-
mance leads to success (ܵ = 1) when the number of mistakes underscores a 
threshold (ܶ), but leads to failure (ܵ = 0) otherwise. Thus: 

ܵ௧ = ௧ܼ)ܫ ≤ ௧ܶ) = ௧ߙ)ܫ + ܣߚ + ௧ܥߛ + ௧ߝ ≤ ௧ܶ)  (2) 

where ܫ(.) is an indicator function taking the value 1 if the argument is true 
and zero otherwise. Compte and Postlewaite (2004) assume that positive 
recollections increase the agents’ level of confidence in the next period. In 
our setting, we assume that these effects arise from past successes, i.e. we 
expect ߤ in equation (3) to be positive and that confidence evolves according 
to:8 ܥଶ = ଵܥ + ߤ ܵଵ − ߤ 2⁄     (3)  

Hence, performance in the second period is a function of ability, initial con-
fidence and an indicator for succeeding in the first period: ܼଶ = ଶߙ + ܣߚ + ଵܥߛ + ଵߙ)ܫߤߛ + ܣߚ + ଵܥߛ + ଵߝ ≤ ܶ1) ߤߛ − 2⁄ +      ଶ     (4)ߝ

Three things are worth noting from equation (4). First, it implies that initial 
confidence (ܥଵ) affects the performance in the second period. Second, since 
the success function (2) propagates the impact of ability, the unconditional 
returns to ability are higher in the second period than in the first period due 
to the confidence effect. Finally, note that transitory lucky circumstances in 
the first period (i.e. ߝ௧) improve performance in the second period.  

2.2 Empirical specification 
For empirical purposes it is convenient to rewrite the model as: ܼଶ = ܼଵ + (ଵߙ−ଶߙ) + ଵܼ)ܫߤߛ ≤ ଵܶ) − ߤߛ 2⁄ + ଶߝ) −  ଵ) (5)ߝ

                               
8 Assuming that the probability of success is one half, as in our empirical application, this 
formulation ensures that the average confidence level is stable. 
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With this structure it is evident that we can think of the first period as the 
treatment period, and the second period as the outcome period, where the 
(potential) success in the treatment period is allowed to have a causal impact 
on the performance in the outcome period corresponding to ߤߛ. Conditional 
on previous mistakes, the impact of making the threshold captures the causal 
effect of succeeding. This argument highlights our general strategy for sepa-
rating the impact of ability from the impact of success. However, instead of 
relying on the linear functional form for identification, we focus the identifi-
cation on agents closest to the threshold using a Regression Discontinuity 
(RD) approach (see e.g. Lee and Lemieux, 2010 for a detailed discussion).9 

Conceptually, the RD-design serves as a comparison of outcomes be-
tween players that are placed infinitely close to a threshold on the two sides. 
In practice, all RD-designs use data from a data window around the thresh-
old to generate (and compare) separate predictions from each side of the 
threshold. The differences between these predictions provide estimates of the 
causal impact of passing the threshold regardless of the nature and functional 
forms of other confounding factors, as long as these are smoothly distribut-
ed. Hence, the RD model is identified even if (e.g.) ܣ and ܥ are not linearly 
separable (see e.g. Hahn et al, 2001). In our empirical analysis, we follow 
common practice and identify the effect of success on performance by run-
ning a pooled regression with separate linear terms on each side of the 
threshold within a specific data window (which is to be varied across speci-
fications). Formally, we estimate: ܼଶ = ߚ + ଵܼ]ܫଵߚ ≤ ଵܶ] + ଶ(ܼଵߚ − ଵܶ) ଵܼ]ܫଷߚ + ≤ ଵܶ](ܼଵ − ଵܶ) +  ଶ   (6)ݑ

where ߚଵ denotes the impact of past successes. Note that estimates from 
equation (6) can be given a causal interpretation under any continuous func-
tional form. The key assumption is continuity in the underlying confounders, 
which requires that there is no perfect sorting around this threshold (see e.g. 
Lee and Lemieux, 2010). In the empirical section below, we show a number 
of tests of this assumption.  

3 Institutions and data 
3.1 European professional golf tournaments 
Our paper relies on data from professional golf tournaments. These tourna-
ments are well-suited for the RD approach outlined above since they use a 
                               
9 See also Thistlethwaite and Campbell (1960) for the original application of a regression 
discontinuity design.  
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cut midway through which effectively sorts players into elimination or quali-
fication based on their number of strokes. Players close to the threshold thus 
performed almost equally well, but some failed and others succeeded.  

The two major male professional golf tours in the world are the U.S. PGA 
Tour and the European PGA Tour. In this paper we employ data from the 
male European PGA Tour. 10 Every year about 50 tournaments are played on 
this tour; that is, virtually every week a tournament is being played. Despite 
the name of the Tour, a fair number of tournaments are played outside of 
Europe; destinations include South Africa, New Zealand, Australia and Chi-
na. The typical tournament is played during four days (from Thursday to 
Sunday) with 18 holes each day. Based on the players’ score after two days 
(36 holes) a qualification score called the “cut” is determined. Among the 
(typical) set of 140 players who start the tournament, the cut allows those 
who reach the 65th place (70th place before 2006) or better to continue play-
ing over the weekend and earn prize money (the amount depend on their 
final position) whereas the other players are eliminated from the tournament 
without financial rewards.  

We find it reasonable to assume that making the cut can be described as a 
success, and failing to make the cut as a failure. There will only be a single-
stroke difference between players just making the 36-hole cut and players 
just failing to make it; hence only one stroke separates a success from a fail-
ure. The cut thus provides us with a situation where individuals who per-
formed almost equally well are split into successes and failures.   

3.2 Data 
Our data are drawn from tournaments between the start of the 2000 season 
and the 1st of April 2012. Using these data we define empirical counterparts 
to the theoretical model outlined in section 2. The number of strokes after 
two days of playing serves as the empirical measure of the number of mis-
takes (ܼ). The cut, separating players after two days, corresponds to the 
threshold ܶ. Thus, success ܵ, for a player, is defined as the case when the 
number of strokes is at least as low as the cut in the relevant tournament.  
To mimic the two-period structure of the model, we use data on the number 
of strokes (after two days) in a tournament as our measure of period-1 per-
formance. We use data from the tournament played the week after as our 
measure of the outcome in period 2. An observation in our data thus pertains 
to a tournament pair consisting of the number of strokes in a treatment (pe-
riod 1) tournament and the number of strokes in an outcome (period 2) tour-
nament.  

For each treatment tournament we have collected data on players within a 
six stroke window (on either side) of the cut. Throughout, we use the nor-

                               
10 www.europeantour.com 
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malized scores (corresponding to ܼఛ − ఛܶ) ranging from -5 to 6 at most. In 
addition to the number of strokes/mistakes (ܼ), we use the probability of 
passing the cut in the outcome tournament as an alternative measure of per-
formance. 

Two potential concerns arise because of the institutional set-up. The first 
is that we need to handle the fact that thresholds are tournament specific. In 
order to address this, we enrich equation (6) by including tournament specif-
ic fixed effects (ߜఛ) for each pair (߬) of a treatment and an outcome tourna-
ment. Thus, using ܻ to denote outcomes (number of strokes, or a dummy for 
passing the cut, in the outcome tournament), ܵ to denote success (ܫ[ܼଵ ≤ଵܶ], i.e. a dummy for making the cut) and ܺ to denote the normalized run-
ning variable (ܼఛ − ఛܶ) our final empirical model can be written as:11 

ܻఛ = ߚ + ଵߚ ܵఛ + ଶߚ ܺఛ + ଷߚ ܵఛ ܺఛ + ߜఛ +  ఛ  (7)ݑ

The second possible concern is that not all players from the treatment tour-
nament participate in the outcome tournament. To minimize our exposure to 
selective dropouts, we focus the analysis on tournament pairs where the par-
ticipation rate in the outcome tournament is at least 60 %.12 We further ad-
dress the issue of potential systematic selection into outcome tournaments in 
a set of robustness checks presented below. 

3.3 Descriptive statistics 
Table 1 provides descriptive statistics for the widest used sample of 16,515 
observations.13 Note that players with a result equal to the cut also pass the 
cut, which explain why the normalized strokes on average have a one stroke 
lower absolute value amongst those passing the cut. A crude comparison 
between successful (made the cut) and unsuccessful (did not make the cut) 
players reveals that successful players have fewer strokes (and make the cut 
to a greater extent) also in the outcome tournaments. This is natural even 
without a confidence effect since we expect the successful players to be in-
herently better than their unsuccessful counterparts, i.e. good players persis-
tently perform well and bad players persistently perform badly (ܣ in the 
model). The difference in ability between the two groups is also reflected in 
the fact that successful players had a lower stroke average in the previous 
year. 

                               
11 We also present results from models where we allow tournament specific slopes above and 
below the thresholds. 
12 Our data are collected manually from the tour web page. A detailed protocol for the tour-
nament selection process is available in Appendix A. All the micro data and a complete list of 
tournaments are available on demand.  
13 This includes the full set of players within a 6 stroke window of the cut except for those 
(around 5,000) players who did not participate in the adjacent outcome tournament. 
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Table 1. Descriptive statistics for the used sample  

 All Made the cut 
Did not make 

the cut 

Treatment tournaments  
Average cut (ܶ) 144.0 144.0 144.0 
Normalized strokes (ܼ − ܶ) 0.249 -2.053 3.023 
… standard deviation (3.015) (1.638) (1.651) 
Made the cut (ܫ[ܼ ≤ ܶ]) 0.546 1 0 
  
Outcome tournaments  
Average cut 143.6 143.6 143.6 
Strokes relative to the cut 0.323 -0.189 0.941 
… standard deviation (4.519) (4.445) (4.527) 
Made the cut 0.549 0.594 0.495 
  
Player characteristics  
Years as pro 11.2 11.2 11.2 
…standard deviation 6.44 6.43 6.67 
…nonmissing 0.954 0.962 0.944 
Stroke average in previous year 72.0 71.9 72.1 
…standard deviation (1.14) (1.09) (1.19) 
…nonmissing 0.978 0.982 0.973 
Made the cut in previous tournament 0.554 0.578 0.525 
…nonmissing 0.876 0.881 0.870 
  
Number of tournaments 189 189 189 
Number of clusters (tournament/strokes) 2,257 1,132 1,125 
Number of observations 16,515 9,025 7,490 
Note. Sample includes players within 6 strokes of the cut, i.e. with strokes relative to the cut 
in the [-5,6] interval. The cut is defined by the maximum number of strokes allowed for play-
ers to proceed in the tournament. This implies that values of strokes relative to the cut will be 
one stroke higher on average (in absolute values) among those not passing the cut if the stroke 
distribution is symmetric around the cut. 

4 Validity and results 
In this section we first assess the robustness of our empirical strategy 
through a number of validity checks and then turn to our main results and 
robustness checks of these. Finally, we present a few extensions. 

4.1 Validity of the empirical strategy 
We are primarily concerned with two issues which potentially could con-
found the causal interpretation of our final estimates. Firstly, since it is im-
portant for players to make the cut, players could potentially push them-
selves to exactly match the threshold in order to end up on the right side of 
the cut. If that happens, players’ abilities may not be smoothly distributed 
across the threshold which would invalidate our identifying assumptions. 
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Secondly, since not all players participate in the relevant outcome tourna-
ment, we also need to worry about biased attrition. The key assumption in 
this dimension is that the ability of those that leave the sample is uncorrelat-
ed with whether they made the cut or not, conditional on the statistical mod-
el. It could be noted that the two concerns are related in the sense that they 
both refer to the possibility that the ability of players within the used sample 
jumps discontinuously at the threshold (the cut). 

Figure 1 addresses the first concern. The left-side panel shows the distri-
bution of players around the cut in the treatment tournaments. Naturally, 
there are a lot of observations close to the threshold since this is defined by 
the median score. This implies that many players just barely made the cut. 
As shown in the right-side panel, however, the relative difference in the 
number of observations between scores 1 and 0 fall well within the normal 
range.14 The figures thus imply that there are roughly as many players that 
just miss the cut as there are players that just make the cut which is reassur-
ingly consistent with the assumption of smoothness across the threshold. 

  
Figure 1. Score density on either side of the threshold, and the distribution of rela-
tive differences relative to one stroke less.  

Figure 2 addresses the second concern. The figure clearly shows that there is 
systematic selection into the outcome tournament amongst the poor perform-

                               
14 This impression also holds if we focus on absolute rather than relative differences, despite 
the obvious bias towards larger numbers in the center of the distribution in that case.  
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ing players, but this selection is only related to the average score, and not 
related to whether or not the player succeeded in making the treatment tour-
nament cut or not. The gradually lower participation rate among relatively 
poorly performing players is most likely due to the fact that some tourna-
ments invite a few local players to attend through special invitations. On 
average, these players are likely to perform worse and they do not always 
have the right to attend the outcome tournament (we return to this issue in a 
robustness check in section 4.1). Leaving the general trend aside, we con-
clude that the participation rate seems to evolve smoothly over the cutoff.15 
Thus, there is no clear evidence that attrition at the threshold is a problem 
within our overall sample. Nevertheless, we perform various robustness 
checks in the empirical section to verify that the results are robust if we 
zoom in on players with a higher-than-average propensity to participate in 
the outcome tournaments.    

 
Figure 2. Fraction playing in the outcome tournament. 

As a further specification test, we expect the distribution of predetermined 
individual characteristics to evolve smoothly across the threshold. Discon-
tinuous jumps in characteristics between treated and untreated players at the 
cut would constitute a violation of our main identifying assumption of a 
smooth evolution of abilities across the threshold and therefore also a threat 

                               
15 As should be evident from the figure, the jump at the threshold is not statistically signifi-
cant. 
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to the causal interpretation of our main estimates. In Figure 3, we investigate 
the concern using data on the average scores-per-round during the preceding 
year and the number of years as a pro (experience) within the sample of 
players actually participating in an outcome tournament (i.e. within our used 
sample). The left-hand side panel of Figure 3 shows that poorly performing 
players had a higher stroke average in the preceding year. Reassuringly, 
however, there is no sign of a discontinuous jump at the threshold.16 The 
right-hand side panel of Figure 3 shows that a corresponding description for 
experience, measured by the number of years as a professional player. The 
results imply that experience evolves smoothly across the threshold. It 
should also be noted that the relationship we see in the figure is relatively 
weak. The standard deviation in years as pro is 6.5 years (see Table 1 above) 
and the high- and low-points of the figure are only separated by 0.4 years.  

 
Figure 3. Stroke average during the preceding year by strokes relative to the cut (left 
panel) and years as a professional player by strokes relative to the cut (right panel). 

In Table 2 we present statistical balancing tests where we assert that the pre-
determined covariates are uncorrelated with making the cut, conditional on 
the statistical model (i.e. that they evolve smoothly around the cut). The 
table shows the results for the widest and for the most narrow sample win-

                               
16 Interpreting the stroke average during the preceding year as an indicator of ability, the 
picture is very much in line with our stylized model which presumes that ability matters line-
arly. 
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dows (bandwidths in standard RD-terminology) for which we can estimate 
the model (i.e. 2 to 6 strokes on either side of the cut). The table shows the 
balancing of the stroke average during the preceding year, the number of 
years as pro and a dummy for making the cut in the last previous tournament 
the player participated in. The insignificant results imply that we cannot 
reject the hypothesis that they evolve smoothly across the threshold. In addi-
tion, we show that the joint performance prediction (predicted probability of 
passing the cut) based on these variables does not jump at the threshold. 
Finally, we display the p-values from F-tests showing that the variables are 
jointly insignificant in predicting the threshold. 

Table 2. Validity tests – do baseline covariates jump at the threshold?  

Outcome: Stroke aver-
age last year 

Years as pro Made the cut 
in previous 
tournament  

Joint ability score: The pre-
dicted probability of passing 
the cut based on Years as pro, 
Stroke average and Making 
the cut in the previous tour-
nament 

Panel A (full 
sample) 

[-5,6] [-5,6] [-5,6] [-5,6] 

 
Jump at 
threshold -0.0234 -0.0149 -0.0132 0.000939 
 (0.0322) (0.192) (0.0150) (0.00160) 
N 16,145 15,750 14,466 16,515 
 p-value for test of joint significance: 0.79
Panel B (small 
sample) 

[-1,2] [-1,2] [-1,2] [-1,2] 

 
Jump at 
threshold -0.0315 -0.0507 -0.0195 0.00165 
 (0.0614) (0.356) (0.0272) (0.00302) 
N 7,079 6,914 6,350 7,246 
 p-value for test of joint significance: 0.72
Controls for assignment variable (strokes from cut):
Linear Yes Yes Yes Yes 
By treatment Yes Yes Yes Yes 
status     

     

Note: Panel A includes the full data window with strokes in the range [-5,6]. Panel B only 
uses players within two strokes of the treatment tournament cut, i.e. within the range [-1,2]. 
Data include the sample with non-missing information on the outcomes. Tournament specific 
controls for the assignment variable are interacted with treatment status by tournament. Joint 
ability score in the last column is the predicted ability to pass the cut from the three variables 
in the three preceding columns and corresponding dummies for missing values on these. P-
value for joint significance is for the test that the three variables and their corresponding 
dummies for missing information jointly predict the threshold. Standard errors are clustered at 
the strokes times tournament level. */**/*** significant at the 10 /5/1 percent level. Insignifi-
cant results imply that we cannot reject that covariates are balanced across the threshold con-
ditional on the RD-model. 
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In summary, these validity checks are fully consistent with the notion of a 
smooth distribution of confounding factors around the threshold. Notably, 
these tests are run on the used data which implies that they should detect 
systematic sorting around the threshold in terms of the strokes within the 
treatment tournaments as well as biased attrition before the outcome tourna-
ments.     

4.2 Main results  
Turning to the main results, we start by showing the results in terms of fig-
ures, and then move on to a more formal analysis. We start by analyzing the 
effect on the probability of making the cut in the outcome tournament. This 
effect is displayed in Figure 4. As a contrast, the figure also shows the prob-
ability of having made the cut in the tournament before (thus, in effect an 
additional specification test). If the assignment to treatment is truly exoge-
nous we should not see any effect on the rate of lagged successes whereas if 
the treatment (success) really matters we are to see an effect on the success 
rate in the outcome tournament. Clearly, Figure 4 supports both the empiri-
cal strategy and the theoretical prediction since players around the threshold 
are similar with respect to previous performance (left-side panel), but differ 
with respect to subsequent performance (right-side panel). In essence, Figure 
4 tells us that the treatment effect observed in the right-side panel is not due 
to the fact that some players consistently (marginally) make the cut while 
some players consistently (marginally) fail to make the cut. Instead, margin-
ally making the cut appears to generate a genuine performance improvement 
as compared to marginally failing to make the same cut. The right-side panel 
suggests that the event of making the cut in the treatment tournament in-
creases the probability of making the cut by about 3 percentage points (cor-
responding regression estimates are found in the table below). Considering a 
baseline probability of around 50 percent, we interpret this as a fairly sub-
stantial effect.  
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Figure 4. Probability of passing the cut in the previous tournament (specification 
test, left-side panel) and in the outcome tournament (right-side panel) by strokes 
relative to the cut in the treatment tournament.   

Our main outcome is the number of shots after two rounds in the outcome 
tournament normalized by the subtraction of the cut in the relevant tourna-
ment (i.e. when the cut is set). This continuous performance measure corre-
sponds closely to the index of mistakes (ܼ) in the theoretical model. The 
results for this outcome are shown in Figure 5.17 Clearly, the more shots a 
player had in the treatment tournament the more shots he had in the outcome 
tournament (again, roughly consistent with a linear, time constant, impact of 
ability ܣ). More importantly, however, there is a visible performance gap at 
the threshold. Those marginally making the cut outperformed those margin-
ally failing by about a quarter of a shot after two rounds in the outcome tour-
nament (after accounting for the linear terms).18 The magnitude of the effect 
corresponds to one quarter of a standard deviation (see Table 1) across play-

                               
17 We have verified that making the cut does not have a positive relationship to the number of 
strokes in the previous tournament (corresponding to the making the cut analysis in the left 
side panel of figure 5). However, since these strokes come from different tournaments for 
different players (we do not want to restrict the sample to those playing in three subsequent 
tournaments), we have chosen not to include the results in the paper. They are available on 
request, however. 
18 We have verified that the effect is smooth across the (outcome) stroke distribution. Thus, 
the effect on strokes is not confined to performances around the cut in the outcome tourna-
ment. 
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ers in yearly stroke averages or 5 percent of a standard deviation of the 
(noisy) outcome tournament performance.  

 
Figure 5. The impact on strokes in the outcome tournament by strokes relative to the 
cut in the treatment tournament. 

It is notable that the slope displayed in Figure 5 implies that a player who 
plays one more stroke during the initial two rounds of the treatment tourna-
ment does on average only need about 0.2 strokes more to complete two 
rounds in the outcome tournament. This indicates that the ability-based per-
sistence in performance across tournaments is fairly low, or in other words 
that there is substantial randomness in the tournament-specific performance. 
This randomness is positive for our identification strategy since it means that 
the assignment variable has a very large random component which reduces 
the risk of ability-based sorting exactly at the threshold.   

In Figure 6 and Table 3 we show a large set of variations of the formal 
model. Throughout, all these variations, tournament fixed effects are includ-
ed and all standard errors are clustered at the strokes-times-tournament level 
and robust to heteroscedasticity following Lee and Card (2008).19 In the fig-
ure, we vary the number of observations included in the analysis. We let the 
data window (the bandwidth) move from two (which is the lowest number 

                               
19 The clustering is motivated by a joint specification error for each stroke-group. See also 
Lee and Lemieux (2010) for a discussion. Standard errors are nearly identical if clustering on 
tournaments instead. 
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possible for estimating the model) to six strokes on either side of the cut. As 
is evident, the point estimates are centered around 0.03 and –0.25 respective-
ly. The estimates are statistically significant at bandwidths above four. Vary-
ing the bandwidth means trading off precision (which is lost when going too 
far towards the cut) against heavy reliance on the linear functional form of 
the controls for treatment-tournament strokes (when moving away from the 
threshold). Overall we find it reassuring that the point estimates do not show 
any clear relationship to the size of the bandwidth (the one caveat being that 
the estimates at bandwidth 3 are somewhat muted) even though precision, as 
expected, becomes an issue when slicing the data too thin. 

 
Figure 6. Estimated impact on strokes in the outcome tournament and probability of 
making the cut by size of sample window (bandwidth). 

In Table 3, we show estimates for further variations of the model. Specifica-
tion (1) imposes the same linear term above and below the threshold. Speci-
fication (2) shows the estimates corresponding to Figure 6 (i.e. with separate 
trends above and below the threshold). The fact that the results in specifica-
tion (1) and (2) are close to identical reflects the fact that the impact of 
strokes in the treatment tournament is fairly linear across the whole sample 
window. Specification (3) adds controls for our baseline covariates (strokes 
in the previous year, years as pro and making the cut in the previous tourna-
ment) and the results remain stable. Specification (4) zooms in on the two 
closest observations (i.e. one stroke below and one stroke above the cut) 
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without controlling for the assignment variable and as expected (from not 
controlling for treatment-tournament strokes) the estimates become some-
what larger. Specification (5) shows estimates when controlling a higher 
order polynomial in the number of strokes (quadratic) instead of the separate 
terms above and below the threshold. Specification (6) instead allows the 
linear controls (above and below) the cut to be specific for each tournament. 
Throughout, the point estimates remain reasonably stable.  

In Panel B (specifications 7-12), we repeat these exercises for the “mak-
ing the cut” outcome, again with very similar results.  

In Panel C (specifications 13-18) we introduce a number of alternative 
variations. Since all of these are quite demanding in terms of data, we rely 
on the model with the highest statistical power (i.e. with the largest data 
window and controls for baseline covariates) as the starting point. The first 
three variations address the potential concern that our results are driven by 
selective attrition. To investigate this issue we have re-estimated the model 
for samples of players who are “stable” participants. Specification (13) only 
uses players who participate in at least 70 percent of outcome tournaments 
during their career (conditional on being in the preceding treatment tourna-
ment). Specification (14) raises the bar to 80 percent. Specification (15) in-
stead focuses on players who participate in at least 25 tournament-outcome 
pairs during our sample period in order to remove the influence of the local 
players discussed in section 4.1. Throughout, the estimates appear robust, 
although as expected with lower precision as we remove about a third of the 
sample in the most restrictive variation.  

Specification (16) instead controls for player fixed effects (alongside the 
tournament effects and the RD-controls) in order to remove any potential for 
unobserved ability differences through sorting or selective attrition around 
the threshold. Specification (17) becomes even more stringent as we let the 
individual fixed effects be separate for each season while still keeping all the 
other controls. Again, the results appear reasonably stable. Finally, specifica-
tion (18) shows estimates when only including tournaments played during 
the first half of the year. The reason for this exercise is the potential concern 
that players, during the final tournaments of the season, may behave differ-
ently because of concerns related to end-of-season rankings. The results are, 
however, similar to those of the main model.  

Panel D repeats the exercises of Panel C (i.e. “stable players”, “fixed ef-
fects” and “early tournaments”) for the binary outcome “making the cut”. 
The results remain as robust as when we used the continuous outcome, with 
one exception. The one case where the results do not hold up is when we use 
season-by-player fixed effects, where we instead find an estimate close to 
zero. Since the results do hold up nicely when using player fixed effects (i.e. 
allowing for variation across seasons as well), we interpret the zero estimate 
as most likely being due to the fact that there is little variation left in the 
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dependent variable when combining (perhaps too) high-dimensional fixed 
effects with the RD set-up using a binary outcome variable. 

Overall, we interpret the results as jointly suggesting that making the cut 
does have a positive effect on the players’ performance in next week’s tour-
nament.  We interpret the estimated magnitudes as reasonably stable, con-
sidering the wide set of variations we expose the model to. Our preferred 
estimates show a positive effect of around a quarter of a shot in the outcome 
tournament, or, alternatively, an increase in the probability of passing the cut 
in the outcome tournament by 3 percentage points.  
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Table 3. Main results – the impact of success on performance  

Panel A Strokes      
Specification: (1) (2) (3) (4) (5) (6) 
Outcome:  -0.246** -0.265** -0.254** -0.359*** -0.244** -0.255** 
Strokes (0.118) (0.121) (0.119) (0.0971) (0.116) (0.111) 
N 16,515 16,515 16,515 3,823 16,515 16,515 
Panel B Making the cut
Specification: (7) (8) (9) (10) (11) (12) 
Outcome:  0.0323** 0.0347** 0.0338** 0.0365*** 0.0324** 0.0351*** 
Making the cut (0.0139) (0.0143) (0.0141) (0.0124) (0.0137) (0.0132) 
N 16,515 16,515 16,515 3,823 16,515 16,515 
Controls for assignment variable (strokes from cut):
Sample window [-5,6] [-5,6] [-5,6] [0,1] [-5,6] [-5,6] 
Linear Yes Yes Yes No Yes Yes 
By treatment No Yes Yes No No Yes 
status 
Quadratic No No No No Yes  
By tournament No No No No No Yes 
Covariates No No Yes Yes Yes Yes 

Panel C Strokes
Specification: (13) (14) (15) (16) (17) (18) 
Outcome:  -0.266** -0.235 -0.292** -0.196* -0.229* -0.236 
Strokes (0.126) (0.150) (0.138) (0.118) (0.120) (0.153) 
N 14,337 10,660 12,313 16,515 16,515 10,386 
Panel D Making the cut
Specification: (19) (20) (21) (22) (23) (24) 
Outcome:  0.0312** 0.0241 0.0463*** 0.0262* -0.00756 0.0301* 
Making the cut (0.0152) (0.0175) (0.0167) (0.0142) (0.0145) (0.0179) 
N 14,337 10,660 12,313 16,515 16,515 10,386 
Controls for assignment variable (strokes from cut):
Sample window [-5,6] [-5,6] [-5,6] [-5,6] [-5,6] [-5,6] 
Linear Yes Yes Yes Yes Yes Yes 
By treatment Yes Yes Yes Yes Yes Yes 
status 
Covariates Yes Yes Yes Yes Yes Yes 
Variations 
Participation rate >70 >80 - - - - 
# Tournaments  - - >25 - - - 
First half - - - - - Yes 
Fixed effects 
Player - - - Yes - - 
Player by season - - - - Yes - 

Note: Covariates are: Years as pro-player, Stroke average during the previous year and Pass-
ing the cut in the previous tournament, as well as a set of indicator variables for missing val-
ues on each of these variables. Tournament specific controls for the assignment variable are 
interacted with treatment status by tournament. Participation rate (in outcome tournament if 
participating in the treatment tournament) is calculated by player during the full sample peri-
od. # Tournaments is the number of tournaments by player during the full sample period. First 
half indicate that the tournament is played on the first half of the year. Standard errors are 
clustered at the strokes times tournament level. */**/*** significant at the 10 /5/1 percent 
level. 



 42 

4.3 Confidence effects for different types of players 
We have also explored the extent to which the effects differ depending on 
the characteristics of the players. We characterize players in three dimen-
sions using a dummy for experienced players (years as pro above the medi-
an), a dummy for stroke average above median in the previous year and a 
dummy indicating if they managed to pass the cut in the last tournament they 
played before the treatment tournament. For each of these dummy variables, 
we display estimates for players having the values one and zero respectively, 
and also display the difference with standard errors. These estimates are 
derived from expanded versions of the model shown in equation 7 (as used 
in Specifications 3 and 9 of Table 3). The expansions build on interactions 
between the main variables (treatment status ܵ, normalized strokes ܺ and the 
interaction of these) and the dummy for the relevant characteristic (ܦ). 
Formally: 

ܻఛ = ߚ + ଵߚ ܵఛ + ଶߚ ܺఛ + ଷߚ ܵఛ ܺఛ + ܦସߚ ܵఛ + ܦହߚ ܺఛ ܦߚ+ ܵఛ ܺఛ + ఛߜ + ఛݑ     (8) 

The results are displayed in Table 4 with indicators for the baseline groups 
of weak players (inexperienced, high stroke average and missed the previous 
cut) on the top row. For ease of interpretation, the table shows the estimated 
effect for the baseline group (ߚመଵ), the estimated effect for the alternative 
group (ߚመଵ +  The point .(መସߚ) መସ)  and the estimated difference between theseߚ
estimates suggest that the effects are more pronounced for the relatively 
stronger players. Precision is, however, clearly an issue for this exercise and 
only the differences between players with a high and a low stroke average is 
statistically significant. 

Although the lack of precision suggests that we should interpret these es-
timates with great care, they do seem to imply that the effect of past success-
es, if anything, is larger when the initial endowment of ability (and confi-
dence) also is large. We have also estimated the model, splitting the sample 
instead according to the predicted performance from a regression of all the 
variables on the probability of passing the cut (i.e. the same variable as in the 
final column of Table 2), and the results (not in the table) suggest that the 
positive effect is restricted to the most well performing half of the players.20 
If this indeed is the case, then it reinforces the distributional impact of confi-
dence effects that was implied by the stylized theoretical model where en-
dowments and effects were assumed to be additively separable. 

 

                               
20 The results with shots as the outcome are -.49 with p-value 0.001 for the high ability group 
and 0.06 with p-value 0.69 for the low ability group. Using the cut-dummy as the outcome we 
get 0.066 (p-value 0.000) and 0.004 (0.79) respectively. Differences are significant in both 
cases. 
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Table 4. Heterogeneous effects – individual characteristics  

Years as pro Stroke average last year Previous tournament cut 

Outcome: Strokes     
Inexperienced -0.150 High 0.0725 Missed  -0.220 
 (0.154)  (0.145)  (0.201) 
Experienced -0.264* Low -0.594*** Made  -0.371** 
 (0.147)  (0.146)  (0.176) 
      
Difference 0.114 Difference 0.667*** Difference 0.151 
 (0.176)  (0.159)  (0.279) 
      
N 15,751  16,145  14,466 
      
Outcome: Made the cut    
Inexperienced 0.026 High 0.015 Missed  0.021 
 (0.018)  (0.017)  (0.023) 
Experienced 0.037** Low 0.056*** Made  0.057*** 
 (0.017)  (0.017)  (0.021) 
      
Difference -0.011 Difference -0.041** Difference -0.037 
 (0.020)  (0.018)  (0.032) 
      
N 15,751  16,145  14,466 
      
Controls for assignment variable (strokes from cut):
Linear Yes  Yes  Yes 
By treatment Yes  Yes  Yes 
status  
By character-
istic 

Yes  Yes  Yes 

Covariates Yes  Yes  Yes 
Note: Model is as Table 2, Column (3) except for interaction terms. Assignment (separately 
above and below the threshold) and treatment are interacted with the displayed characteristics. 
Stroke average during the year before and years of pro are split by the median within the 
sample. Covariates are: Years as pro-player, Stroke average during the previous year and 
Passing the cut in the previous tournament, as well as a set of indicator variables for missing 
values on each of these variables. Tournament specific controls for the assignment variable 
are interacted with treatment status by tournament. Standard errors are clustered at the strokes 
times tournament level. */**/*** significant at the 10 /5/1 percent level. 

4.4 The role of tournament stakes 
A potential concern regarding the interpretation of our main estimate is that 
passing the cut also entails prize money, which could possibly have an inde-
pendent effect on the outcome. This effect could either be positive, if money 
is an input in the performance technology,21 or negative, if the returns to 
financial rewards are diminishing and the receipt of money therefore reduces 

                               
21 A player with more money might be able to afford better travel arrangements, better ac-
commodation at the next tournament and more trainer-led practice sessions affecting the 
preconditions to perform well.  
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ambition. In addition, passing the cut allows the player to continue playing 
for two additional days which, potentially, could have an additional effect on 
the performance in the subsequent tournament. This effect could also, con-
ceptually, be either positive (through training) or negative (through fatigue). 
Although it is not clear whether these mechanisms should entail a positive or 
a negative bias to the estimates, they remain as a source of uncertainty re-
garding the exact interpretation of the estimates. In order to tentatively in-
vestigate their potential importance, we use data on the prize sums in the 
studied tournaments. 

We separate between high- and low-stakes tournaments by defining a 
high stakes (HS) tournament as a tournament in which the prize money is 
larger than the median prize money for that season. We repeat this categori-
zation separately for treatment and outcome tournaments.  Our first conjec-
ture is that we should see larger effects for high stakes treatment tourna-
ments if prize money had an independent positive effect on the outcomes. 

A complication is that the stakes in the treatment and outcome tourna-
ments are correlated. Thus, we need to analyze the impact of treatments 
within a joint framework. To this end, we proceed in two steps. We first 
estimate a separate regression (corresponding to equation 7) for each tour-
nament pair. In a second step, we use the 189 tournament specific estimates 
as outcome variables in regressions where we explain the estimated effects 
with two indicator variables, one capturing high treatment-stakes and one 
capturing high outcome-stakes.22 The results are shown in Table 5. The re-
sults first show that the stakes in the treatment tournament is unrelated to the 
effect of interest, which implies that the magnitudes of the prize sums are 
unrelated to the magnitude of the effects, which, in our view, makes finan-
cial rewards a less likely candidate as a main driver of the overall effects. (In 
terms of equation 3, the results imply that ߤ is independent of the financial 
rewards in the treatment tournament).  

However, the effects are found to be substantially larger for outcome 
tournaments with high stakes. This suggests that past successes are particu-
larly important in high-pressure situations. (In terms of equation 1, ߛ is an 
increasing function of the stakes) We also find this result reassuring regard-
ing our preferred interpretation on the main effect (although other interpreta-
tions remain possible), since we conjecture that the impact of additional 
practice during the continued treatment tournament should be relatively in-
dependent of the stakes in the outcome tournament, whereas it seems more 
likely that the role of confidence is more pronounced when stakes are high. 

 

                               
22 Notably, the average of the underlying estimates of this analysis are closely related to col-
umn 6 of Table 3 since we use tournament-specific assignment-variable effects in both cases. 
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Table 5. Confidence effects and tournament stakes  

 (1) (2)  (3) (4) 

 Strokes   Making the cut  

HS Treatment 0.227 0.123  -0.007 0.014 
 (0.290) (0.406)  (0.036) (0.050) 
 
HS Outcome -0.802*** -0.920**  0.113*** 0.137** 
 (0.289) (0.432)  (0.036) (0.053) 
 
Interaction  0.213  -0.044 
  (0.582)  (0.072) 
Mean dep v. -0.307 -0.307  0.040 0.040 
N 189 189  189 189 

Note: HS denotes dummies for “high stakes” tournaments, i.e. tournaments with above-
median prize sums. Covariates are: Years as pro-player, Stroke average during the previous 
year and Passing the cut in the previous tournament, as well as a set of indicator variables for 
missing values on each of these variables. Tournament specific controls for the assignment 
variable are interacted with treatment status by tournament. Standard errors are clustered at 
the strokes times tournament level. */**/*** significant at the 10 /5/1 percent level. 

5 Conclusions 
In this paper we have used data from professional golf tournaments to ana-
lyze the joint conjecture that success breeds confidence and that confidence 
in turn influences future performance. Using an RD design, we are able to 
isolate the causal impact of present success on future performance, and our 
results indicate that these effects are indeed substantial. Passing the cut in 
one tournament is found to causally increase the probability of doing so in 
the next tournament as well by 3 percentage points from a baseline of about 
50 percent. A special feature of the setting we are analyzing is that players 
who succeed in making the cut also gain price money and the opportunity to 
play competitive golf during two additional days. Although we are unable to 
present a definite test that would completely exclude the possibility that 
these factors are important for the causal link we observe we do, however, 
show that previous success matters the most when a player is competing in a 
high stakes outcome tournament, suggesting that the success effect primarily 
works through a confidence mechanism. In addition, we show that the ef-
fects are of a similar magnitude if the success in the initial tournament brings 
a relatively large or small financial reward, implying that at least the size of 
the prize sum is unrelated to the magnitude of the effect. 

As we show in our very stylized model, a performance-propagating role 
of confidence may result in far-reaching consequences for the relationship 
between ability and performance, since both initial confidence and early luck 
will affect future performance. It is noteworthy that the literature suggests 
that initial confidence tends to be positively correlated with social back-
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ground (see e.g. Twenge and Cambell, 2002, for a review), which indicates 
that confidence may contribute to observed intergenerational rigidities in 
social mobility.23 Furthermore, confidence provides a mechanism through 
which the importance of ability may grow over time, thus providing a novel 
rationale for growing returns to ability over the life course.24 Given these 
potentially far-reaching consequences of confidence effects as modelled in 
this paper, we believe that our results from the world of professional golf 
tournaments call for more research on the nature and determinants of a caus-
al relationship between past successes and future performance in a variety of 
settings. 
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Appendix A: Protocol for selection of tournaments  
1. We first collect data from a given “treatment” tournament. We then follow 
the players and record their results in the subsequent, “outcome” tournament. 
The subsequent tournament is the tournament played during the weekend 
directly following the treatment tournament. 
  
2. We have collected data from tournaments during the time period between 
the start of the 2000 season to the 1st of April 2012. 
 
3. All players participating in the treatment tournament will not participate in 
the outcome tournament. To minimize selection problems, we place 5 re-
strictions on our used data (labeled A to E below). Data for tournaments 
excluded through restrictions A to D have not been collected at all.  
 
A) The treatment tournament and the outcome tournament should be played 
in the same geographical region. The relevant regions are Europe (including 
Morocco), South Africa, Australia and New Zealand, United Arab Emirates 
Qatar and Bahrain, India, China and Hong Kong, Thailand Malaysia Indone-
sia and Singapore, Russia, South Korea. 
 
B) The treatment tournament and the outcome tournament should both be 
“Normal” tournaments. This excludes Majors, “World tournaments”, Match 
tournaments, Team tournaments, Low status tournaments, tournaments 
without cuts and Alfred Dunhill Links Championship (played every fall in 
Scotland). Tournaments that are Match, Team and No cut type of tourna-
ments cannot be used since they do not produce results in the normal sense. 
Tournaments that are Major, World and Low status type of tournaments 
typically contain different players than a normal tournament. We have also 
chosen to exclude the Alfred Dunhill Links Championship since it has a cut 
after three rounds and contains a Pro-Am element. By choosing two subse-
quent normal tournaments the chance of obtaining two similar entry lists in 
the tournaments is reasonably high.       
 
C) On some occasions two tournaments are played in the same week. These 
data are excluded. 
 
D) The outcome tournament should be played in the week directly following 
the treatment tournament.  
 
E) We exclude tournaments where less than 60 percent of players appear in 
the outcome tournament.    
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Essay 2: Is there a gender difference in the 
ability to deal with failures? Evidence from 
professional golf tournaments 
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1 Introduction 
Women are underrepresented in top positions in firms and other organiza-
tions (see, e.g., Bertrand and Hallock [2001], Wolfers [2006] and Bertrand 
[2009]). One important explanation for this observation is that on average, 
women choose less competition-intensive careers than men. For example, 
women are typically underrepresented in the private sector (see, e.g., 
Lanfranchi and Narcy [2015]). Experiments have also shown that to a great-
er extent than men, women choose piece rate schemes over winner-takes-it-
all schemes (see Niederle and Vesterlund [2007] and Dohmen and Falk 
[2011]).  

More puzzling, however, is the observation that there also seems to be a 
glass ceiling for the women who actually enter highly competitive work 
environments, i.e. even competitive women struggle to reach top positions in 
firms (see, e.g, Albrecht, Björklund and Vroman [2003] and Arulampalam, 
Booth and Bryan [2007] for evidence of the glass ceiling effect). Discrimina-
tion against women is probably one explanation for this phenomenon, but it 
could potentially also be driven by remaining gender differences in competi-
tiveness. Individuals that want to make career progress in competitive envi-
ronments typically participate in multiple rounds of competitions in which 
they repeatedly compete for new positions and promotions. Most individuals 
are bound to experience multiple failures in the initial stages of their careers 
because they are competing against more experienced competitors and such 
negative outcomes might be detrimental for their confidence and subsequent 
performance (see Rosenqvist and Skans [2015] for the importance of previ-
ous competitive outcomes on current performance). Having a firm belief in 
one’s ability is arguably important for not becoming too discouraged by 
failures and since previous evidence indicates that men have higher levels of 
confidence than women (see, e.g., Lundeberg, Fox and Punćcohaŕ [1994], 
Barber and Odean [2001] and Niederle and Vesterlund [2011]), women are 
potentially more vulnerable to failures with respect to the ability to bounce 
back. Consistent with this hypothesis, recent experimental evidence from a 
study on university students in the UK suggests that women, on average, 
respond more negatively than men to failures with respect to subsequent 
performance, which might explain why women, on average, are less likely 
than men to make substantial career advancements (see Gill and Prowse 
[2014] for the experimental study). 

While the finding in Gill and Prowse (2014) is highly interesting for the 
understanding it provides of the general behavior of men and women, its 
relevance for the glass-ceiling phenomenon hinges on whether it can be rep-
licated off the lab in situations where stakes are high, and in particular 
among men and women who have chosen to pursue careers in competition-
intensive work environments. However, identifying causal effects of suc-
cesses/failures on subsequent performance for competitive men and women 
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on the regular labor market is difficult due to the general scarcity of relevant 
data and because of systematic ability differences between individuals that 
fail and individuals that succeed. The situation is, however, more favorable 
when focusing on the world of sports. While performance in an athletic set-
ting relates to very particular tasks, it is a setting in which highly competitive 
men and women are active and in which performance data is often readily 
available. As such, sports competitions constitute a useful testing ground for 
theories about the behavior of competitive men and women.1 

Wozniak (2012) and Jetter and Walker (2015) both use data from all-male 
and all-female professional tennis tournaments to study how the probability 
of winning the current game is affected by previous results. Using selection-
on-observables strategies to identify the causal effect of previous results on 
current performance, they both find that men and women are more likely to 
win the current game if they have experienced recent successes and that 
these effects are very similar in magnitude across the genders. Similarly, 
Banko, Leeds and Leeds (2016) study whether female tennis players are 
more likely than men to lose in straight sets (the hypothesis being that wom-
en find it harder to come back after losing the first set), but do not find any 
gender differences. Overall, these findings would suggest that the result in 
Gill and Prowse (2014) about women being particularly sensitive to failures 
does not hold among competitive men and women, who are instead equally 
sensitive to previous competitive outcomes with respect to current perfor-
mance. A fundamental problem with these observational tennis studies is, 
however, that they cannot control for the counterfactual development, which 
makes it hard to determine whether persistent successes (and failures) are 
due to causal success/failure effects (i.e. the first success causing the next 
one) or just time-varying ability. In addition, the result of a tennis game is 
affected by the performance of the opponent, making it even harder to clean-
ly estimate causal success/failure effects on subsequent performance.   

Regarding this issue, using data from professional golf tournaments on 
the male European Tour, Rosenqvist and Skans (2015) made a key contribu-
tion by providing quasi-experimental evidence from professional golf tour-
naments in which same-ability players randomly end up in success or failure 
states. In these tournaments, players are separated into success and failure 
halfway through the tournaments by the so-called cut (a qualification thresh-
old). Players close to the cut have performed almost equally well, but will 
arguably perceive their performances differently in terms of success or fail-
ure. By comparing the performance of marginally successful players and 
their marginally unsuccessful “copies” in the next tournament, the confound-

                               
1 Data from golf tournaments have, e.g., been used to study predictions of tournament theories 
(Ehrenberg and Bognanno [1990a and 1990b], Orszag [1994] and Melton and Zorn [2000]), 
peer effects (Guryan, Kroft and Notowidigdo [2009]) and loss aversion (Pope and Schweitzer 
[2011]).   
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ing impact of ability can be purged from the analysis and the causal effect of 
experiencing a success (relative to a failure) can be identified (i.e. a regres-
sion discontinuity [RD] strategy is used for identification). Rosenqvist and 
Skans (2015) found that male golfers substantially enhance their perfor-
mance after a success, but they did not analyze the corresponding behavior 
of female golfers. In this paper, I add data from the PGA Tour (main tour for 
men in the US) and the LPGA Tour (main tour for women in the US), mak-
ing it possible to use the same RD strategy to examine potential gender dif-
ferences in the causal impact of a previous success/failure on current per-
formance. 

Thus, in this paper I provide the first quasi-experimental evidence from 
the field on potential gender differences in the productivity response to pre-
vious competitive outcomes among competitive men and women. These top-
performing male and female athletes are active in an environment with mul-
tiple rounds of competition, which resembles the situation for men and 
women in the corporate sector trying to make career progress. 

The results show that the current performance of both male and female 
golfers is negatively affected by a previous failure and that the effects are 
virtually identical in magnitude. The results suggest that the confidence of 
top-performing competitive men and women is affected by previous compet-
itive experiences and that this effect has a substantial impact on subsequent 
performance. However, women show no tendencies toward being more sen-
sitive than men to previous outcomes. Thus, if the behavior of these profes-
sional male and female athletes is similar to the behavior of competitive men 
and women in the rest of the society, it seems unlikely that women are una-
ble to reach top positions in firms because they are worse than men at deal-
ing with failures. Instead, it seems likely that women’s difficulties reaching 
top positions in firms and other organizations are caused by external barriers, 
which calls for more research on the structure of these barriers and how to 
penetrate them. 

The remainder of this paper is structured as follows. Section 2 gives a de-
tailed description of the data and Section 3 explains and tests the validity of 
the identification strategy. In Section 4, I present the main results. Section 5 
concludes. 

2 Data  
2.1 General description 
In this paper, I use data from professional golf tournaments. The data come 
from the European Tour (males)2, the PGA Tour (males) and the LPGA Tour 

                               
2 This data was used in Rosenqvist and Skans (2015). 
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(females).3 The typical tournament in these tours is played over four days 
(normally Thursday–Sunday) and the players play 18 holes each day. The 
goal is to use as few strokes as possible to complete the holes. All entrants in 
a tournament play the first two days and based on the results after two com-
pleted days of play, a line is drawn in the list of results that separates the 70 
best players from the rest of the field. This line is called the cutline or the 
cut, since players outside the top 70 are eliminated from the tournament at 
this stage.4 The cut thus specifies the maximum number of strokes that a 
player is allowed to have to be qualified for the rest of the tournament. If a 
player satisfies that criterion, he or she makes the cut. Note that the cut is 
decided after two days of play which makes it hard to predict for the players 
while they are playing. It is, however, highly predictable at the late stages of 
the second round. Players that make the cut continue the tournament during 
the weekend and the final result is based on the total number of strokes used 
after 72 holes. All players that make the cut and finish the tournament re-
ceive prize money; the exact amount depends on the player’s final position. 
Players that fail to make the cut must leave the tournament empty-handed 
after two days of play. Since making the cut brings money, prestige and 
ranking points, it seems reasonable to assume that players that fail to make 
the cut experience a sense of failure relative to the players that make the cut. 
Importantly, at the cut there is only a one-stroke difference between success 
and failure, making this setting ideal for identifying potential success/failure 
effects through an RD strategy.   

The data is structured in pairs of tournaments played during two consecu-
tive weeks where the first tournament plays the role of a “treatment” tour-
nament and the second the role of an “outcome” tournament. In the first 
tournament, I have data on the value of the cut and the total number of 
strokes of each player after 36 holes.5 It is therefore possible to determine if 
a player made the cut or not, i.e. if he or she is treated. I have access to the 
same kind of information for the second tournament, which is used to meas-
ure potential performance effects of making the cut in the first tournament 
(conditional on ability). The number of strokes after 36 holes is used because 

                               
3 The data from the European Tour has been collected manually from the European Tour 
website (www.europeantour.com). The data from the PGA Tour has been collected manually 
from the PGA Tour website (www.pgatour.com) and from https://sports.yahoo.com/. The data 
from the LPGA Tour has been collected manually from the LPGA Tour website 
(www.lpga.com) and from https://sports.yahoo.com/. Small parts of the data on the female 
golfers also come from the following sites: www.golfdata.se, http://www.foxsports.com/ and 
golfweek.com.      
4 The exact rule varies between the different tours and it has also varied within tours over 
time. However, the most common use of the cut is that players that are tied for the 70th posi-
tion or better make the cut.     
5 For a large share of the data, I only have access to results for players within a six-stroke 
difference from the cut. To create consistency across tournaments, this restriction is used 
throughout the paper, though some tournaments contain data on more players in the list of 
results.  
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all players participate up to that point. It should be noted that not all players 
in the first tournament participate in the second tournament, which means 
that the outcome is missing for some of the players that participated in the 
first tournaments. To reduce the potential problem of selective participation 
in the second tournament I only use results from tournament pairs where the 
participation rate is at least 60 % in the second tournament.6 

The dataset also contains information on total prize money for all tourna-
ments and individual player characteristics in the form of experience 
measures and ability measures. 

There are some institutional differences between the male and female golf 
tours. First, while men always play over four days (unless the weather forces 
the competition to be shortened) some tournaments on the LPGA Tour only 
have three days of play. The cut is still after 36, holes but those who make 
the cut only play 18 additional holes instead of 36. Since this institutional 
difference has nothing to do with the cut rule or the importance of making 
the cut, it seems unlikely that it should matter for the success/failure effects. 
Secondly, the average prize money in men’s tournaments is much higher 
than the average prize money in women’s tournaments. The average prize 
money for men in my data is roughly $4,000,000 while the corresponding 
amount for women is $1,400,000. Essentially, this means that making (or 
failing to make) the cut has much larger financial consequences for male 
golfers than for female golfers. Even though the gender difference in prize 
money is large, there is still substantial prize money involved in women’s 
tournaments as well, suggesting that perceptions of success or failure follow-
ing a made or missed cut are likely to emerge both for male and female golf-
ers. To make sure that difference in prize money does not interfere with the 
analysis, I do robustness checks in section 4.2 on samples that are compara-
ble in terms of prize money.     

2.2 Descriptive statistics 
The most widely used sample in the paper contains 189 tournament pairs 
from the European Tour, 251 from the PGA Tour and 202 from the LPGA 
Tour. The total number of observations pertaining to the European Tour is 
21,912 (16,515 participate in the outcome tournaments). The corresponding 
numbers for the PGA Tour and the LPGA Tour are 28,988 (19,604 partici-
pate in the outcome tournaments) and 21,682 (17,014 participate in the out-
come tournaments). The number of unique players in the sample of 16,515 
observations with non-missing information on outcomes on the European 

                               
6 Making the cut is generally associated with a higher probability of participating in the out-
come tournament. But conditional on the empirical RD model, making the cut has a negative 
effect on participation (statistically significant for men). This is, however, only a problem if it 
biases the distribution of the skill of the participating players around the cut. I test this in 
Section 3.2.   
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Tour is 1,020. The corresponding numbers for the PGA Tour and the LPGA 
Tour are 807 and 673. 

Table 1 provides summary statistics for the sample that I use to examine 
treatment effects, i.e. for observations with non-missing data on the outcome 
variables. The stats are presented separately for men and women. Two gen-
eral facts related to the empirical strategy should be highlighted. First, play-
ers that are successful in the treatment tournament (i.e. Cut=1) have better 
results than the unsuccessful players (i.e. Cut=0) in the outcome tournament. 
The successful players have fewer strokes after two rounds and are more 
likely to make the cut. This difference in future performance between suc-
cessful and unsuccessful players is particularly pronounced for women. Sec-
ond, while the above finding is consistent with a positive impact of a success 
on future performance, a complicating factor is that successful players were 
already better than their unsuccessful counterparts before the treatment tour-
nament (see stroke average in the previous year). Thus, a simple comparison 
of mean future outcomes between successful and unsuccessful players is 
biased by ability differences. This highlights the need for an empirical model 
that allows us to estimate the impact of making the cut, relative to failing to 
make it, on future performance conditional on ability. A model that does just 
that is explained in Section 3.  

It should be noted that the female golfers have roughly three years less 
experience than the males as measured by time as a professional golfer (be-
ing a professional golfer means the golfer can compete for money). This 
implies that the two samples are not completely comparable. On the other 
hand, as Hensvik (2014) shows, women in the higher ranks of firms are often 
less experienced than their male peers, making the data in this paper empiri-
cally relevant. Nevertheless, in Section 4.2 I do robustness checks on sam-
ples that are comparable in terms of experience.   
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Table 1. Descriptive statistics for the used sample  

Column: (1) (2) (3) (4) (5) (6) 

 Men Women
 All Cut=1 Cut=0 All Cut=1 Cut=0 
Treatment tourn.
Average cut 143.01 143.01 143.0 145.45 145.51 145.38 
Normalized str. 0.19 -2.06 3.01 0.07 -2.18 3.00 
… std. deviation 3.00 1.64 1.64 3.05 1.67 1.63 
Made the cut 0.56 1.00 0.00 0.56 1.00 0.00 
 
Outcome tourn. 
Average cut 142.75 142.77 142.72 145.61 145.72 145.47 
Normalized str. 0.31 -0.14 0.87 0.05 -0.77 1.12 
… std. deviation 4.37 4.31 4.38 4.68 4.49 4.71 
Made the cut 0.55 0.59 0.50 0.56 0.63 0.47 
 
Player character.
Years as pro 11.98 12.02 11.93 8.63 8.51 8.80 
… std. deviation 6.38 6.29 6.50 5.79 5.59 6.04 
… nonmissing 0.98 0.98 0.97 1.00 1.00 1.00 
Str. avg. season t-1 71.67 71.56 71.81 72.96 72.72 73.28 
… std. deviation 1.16 1.09 1.23 1.36 1.29 1.39 
… nonmissing 0.88 0.90 0.87 0.93 0.95 0.91 
       
No. of tournaments 440 440 440 202 202 202 
No. of clusters 5,229 2,627 2,602 2,404 1,208 1,196 
No. of observations 36,119 20,100 16,019 17,014 9,597 7,417 
Notes: A cluster is a tournament * strokes combination. 

3 Empirical strategy 
3.1 Empirical model 
The fundamental assumption behind the empirical strategy is that players 
with results close to the cut ended up on the right or wrong side of it by 
chance. If so, the ability of players close to the cut should be virtually identi-
cal, which means I can estimate the effect of making the cut on future per-
formance conditional on ability, i.e. I can estimate the causal effect of expe-
riencing a relative success on the performance in the next tournament. The 
validity of this assumption is, of course, central for this exercise and it will 
be studied in detail in Section 3.2. 

In the ideal RD setting, the researcher can compare the mean outcome of 
the treated and the controls that are infinitely close to the threshold, since 
these individuals have balanced covariates. In practice, however, the number 
of observations typically goes to zero as we get closer to the threshold, forc-
ing the researcher to adopt a wider bandwidth. With a wider bandwidth 
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comes the problem of unbalanced covariates, which means that the simple 
comparison of outcomes must be abandoned in favor of a method that ap-
proximates the value precisely at the cutoff for treated and controls respec-
tively. When the variable that determines assignment to treatment (hereafter 
called running variable) is discrete, as in this paper, then by construction the 
bandwidth is too wide for a simple comparison of mean outcomes. Instead, I 
use the relationship between the running variable and the outcome variable 
to approximate the outcome for hypothetical individuals that are just mar-
ginally on the success or failure side of the threshold (see Lee and Lemieux 
[2010] for a thorough description of this method). This is done using the 
regression model specified in Eq. (1): 

ܻ = ߚ + ܼ]ܫଵߚ ≤ 0] + ଶܼߚ + ܼ]ܫଷߚ ≤ 0]ܼ + ߜ +   (1)ݑ

The outcome, denoted ܻ, is a measure of the performance in the second 
tournament (typically the number of strokes), where the subscript c indicates 
that it is a competition-specific outcome. ܼ is the number of strokes after 
36 holes in the treatment tournament normalized by the subtraction of the cut 
in the tournament. Thus, as ܼ crosses zero from the positive side, the 
treatment goes from off to on. Since both ܼ and ܻ constitute measures of 
ability (the higher, the worse) we expect a positive relationship between the 
two. The terms ߚଶܼ and ߚଷܫ[ܼ ≤ 0]ܼ allow this relationship to be dif-
ferent on the two sides of the threshold. With the help of the estimated rela-
tionship between ܼ and ܻ it is possible to predict the values of ܻ as ܼ 
approaches zero from below and above respectively. The difference between 
these two values measures what happens with the outcome as the treatment 
is turned on while the running variable is held constant. Thus, the estimate of ߚଵ approximates the difference in mean outcome for treated and controls that 
are infinitely close to the threshold (i.e. that have virtually the same ability). ߜ captures competition fixed effects and ݑ is an error term. 

If players close to the threshold really have the same ability, the estimate 
of ߚଵ  corresponds to the causal effect of making the cut, relative to failing to 
make it, on the performance in the outcome tournament. Importantly, ߚଵ 
gives the performance difference between marginal winners and marginal 
losers, not between marginal winners and completely unaffected players. 
Thus, if marginal winners outperform marginal losers, this potential differ-
ence can be driven both by marginal winners improving their performance 
(relative to their hypothetical unaffected control state) and by marginal los-
ers decreasing their performance (relative to their hypothetical unaffected 
control state). The data do not allow me to disentangle these two potential 
mechanisms. 

As in Rosenqvist and Skans (2015), I cluster the standard errors at the 
strokes by tournament level because of potential joint specification errors for 
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each stroke-group (see Lee and Card [2008] for a discussion of standard 
errors when performing RD analyses with a discrete running variable).   

The main purpose of the paper is to investigate whether the value of ߚଵ is 
different for men and women and such tests can be done by interacting all 
variables in Eq. (1) with an indicator for being a woman. By doing so, suc-
cess/failure effects for both men and women can be estimated in a joint re-
gression framework and potential gender differences can be directly exam-
ined. Formally, I use the statistical model specified in Eq. (2):  

ܻ = ߚ + ܼ]ܫଵߚ ≤ 0] + ଶܼߚ + ܼ]ܫଷߚ ≤ 0]ܼ + ܼ]ܫ݈݁ܽ݉݁ܨହߚ+  (2)݈݁ܽ݉݁ܨସߚ ≤ 0] + ܼ݈݁ܽ݉݁ܨߚ + ܼ]ܫ݈݁ܽ݉݁ܨߚ ≤ 0]ܼ ߜ+ +   ݑ

In this model, ߚଵ corresponds to the causal effect of making the cut, relative 
to failing to make it, on the performance in the outcome tournament for men, 
while the sum of ߚଵ and ߚହ gives the corresponding effect for women. The 
difference between the genders is thus given by ߚହ which constitutes the 
main parameter of interest. 

3.2 Validity of the empirical strategy 
Two conditions need to be fulfilled in order for the empirical strategy to be 
valid. First, the ability of players must be continuous in the running variable 
across the threshold. Second, it is required that the incomplete participation 
in the outcome tournament does not bias the ability balance at the threshold. 
Thus, it is not enough that players distribute themselves randomly around the 
cutoff in the treatment tournament; instead, the test of randomization must 
be done conditional on participation in the second tournament. 

To test whether players close to the cutline that actually participated in the 
subsequent outcome tournament ended up on the success or failure side of 
the threshold by random chance rather than due to deterministic reasons 
driven by ability differences, I investigate if the number of observations 
evolves smoothly over the cutoff and if predetermined measures of experi-
ence and ability are continuous around the cutoff, conditional on the empiri-
cal model (i.e. Eq. [1]).  

Figure 1 describes the distribution of the running variable for males (top 
panel) and females (bottom panel) respectively. Positive numbers on the 
running variable indicate that the players failed to make the cut with 1 
stroke, 2 strokes and so on. For both men and women the number of obser-
vations reaches its maximum at 0, meaning that the most common result 
after 36 holes is to have the same number of strokes as the cut stipulates. 
However, this is not an unnatural mass point; rather, it is the distribution one 
would expect to see even if there was no cut and all players were allowed to 
complete the tournament. Since by definition the cut lies in the middle of the 
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field and since ability is arguably a normally distributed variable, it is not 
surprising to see that most players end up exactly on the cut. A more inter-
esting exercise is to instead see how the relative difference in the number of 
observations between 0 (made the cut) and 1 (did not make the cut) looks in 
comparison with other relative differences. This is shown on the right-hand 
side of Figure 1. The value at e.g. -4 represents the absolute difference in the 
number of observations between -5 and -4 divided by the number of obser-
vations at -5. Thus, the relevant bar for our purposes is the one at 1. As can 
be seen, the relative difference between 0 and 1 does not in any way stand 
out in the distribution of relative differences, which suggests that neither 
men nor women can “force” themselves into just barely making the cut. 

 
Figure 1. Distribution of running variable for males and females    

Notes: The histograms for males are based on 36,199 observations. The histograms for fe-
males are based on 17,014 observations. 

Even if no signs of manipulation at the cutoff can be found by looking at the 
distribution of the running variable, we still cannot rule out the possibility 
that marginal winners and marginal losers are different from each other in a 
systematic way. In Figure 2, I therefore examine how the predetermined 
ability of the players evolves over the threshold for women and men. The 
predetermined ability is measured with the average number of strokes used 
per round in the season preceding the treatment tournament. This statistic is 
generally considered a precise measure of a player’s underlying ability and it 
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tends to be stable over years. The last point is clear in Figure 2 since we see 
that female and male golfers that performed poorly in the treatment tourna-
ment (e.g. strokes relative to the cut equal to 5 or 6) also displayed a high 
stroke average in the previous season. The fact that the data show a strong 
positive association between the running variable and the stroke average in 
the previous season suggests that the stroke average the previous season is 
an accurate measure of players’ abilities going into the treatment tourna-
ment.  

Reassuringly for the empirical strategy, there is no jump in this ability 
measure at the cutoff, meaning that any potential jumps in the outcome vari-
ables at the cutoff are not driven by predetermined ability differences. While 
the overall picture looks the same for women and men, the relationship be-
tween previous and current performance is stronger for women (i.e. the slope 
is steeper). This means that female golfers exhibit greater consistency in 
their performances than men. While this result lies outside the focus of this 
paper, it is an interesting finding that calls for more research on performance 
consistency among men and women in different contexts. 

 
Figure 2. Strokes per round during the previous season 

Notes: The figure is based on observations with non-missing data on the relevant characteris-
tic which amounts to 15,878 observations for females and 31,940 observations for males.   

Another way to test whether marginal winners and marginal losers are com-
parable is to examine how the experience of the players evolves over the 
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threshold. If there is a jump at the cutoff such that more experienced players 
are on the success side to a greater extent, it would indicate that the cut is 
predictable and that experienced players can better predict the cut and adjust 
their play so that they just marginally make it. Figure 3 shows, however, that 
such worries are misplaced, since the measure of experience displays 
smoothness at the cutoff. The specific measure of experience is number of 
years as a professional golfer, which captures how long the player has been 
competing for money. The relationship between the running variable and 
experience is unclear. For women, relatively inexperienced players have the 
best results while inexperienced men display large variation in their results. 
However, the picture around the threshold is similar for the two genders; 
there is no discontinuity in experience as the running variable crosses the 
cut. 

Overall, these validity checks confirm that the empirical strategy can give 
a robust identification of success/failure effects on performance. 

 
Figure 3. Years as professional golfer 

Notes: The figure is based on observations with non-missing data on the relevant characteris-
tic which amounts to 16,994 observations for females and 35,350 observations for males. 
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4 Results 
4.1 Main results 
Figure 4, Figure 5 and Table 2 present the main results, i.e. estimates of the 
effect of a previous (relative) success on current performance conditional on 
ability. 

Figure 4 shows the number of strokes after two days in the outcome tour-
nament (normalized by the cut in the relevant outcome tournament) on the y-
axis and the number of strokes relative to the cut in the treatment tournament 
on the x-axis. Clearly, a good performance in the treatment tournament (i.e. 
a low x-value) is associated with a good performance in the outcome tour-
nament as well (i.e. a low y-value). Thus, relatively better players consistent-
ly perform well whereas relatively worse players consistently perform poor-
ly. The focus of our attention should, however, be the action at the cutoff 
where we see that the hypothetical marginal winners (just below 0.5) outper-
form the hypothetical marginal losers (just above 0.5) for both women and 
men. The difference at the threshold is virtually identical for the two sexes, 
amounting to roughly 0.16 shots. 

 
Figure 4. Strokes relative to the cut in the outcome tournament 

Notes: The figure is based on observations with non-missing data on the outcome variable 
which amounts to 17,014 observations for females and 36,119 observations for males. 
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Figure 5 shows the results when making the cut in the outcome tournament 
is used as the outcome variable. Again, we see that women and men behave 
similarly at the cutoff with marginal winners being about 2.5 percentage 
points more likely to make the cut in the next tournament than marginal los-
ers. Making the cut is of substantial economic importance for the players, so 
the performance difference at the cutoff that we saw in Figure 4 has quite 
large real effects. 

 
Figure 5. Probability of making the cut in the outcome tournament 

Notes: The figure is based on observations with non-missing data on the outcome variable 
which amounts to 17,014 observations for females and 36,119 observations for males. 

Table 2 contains the formal estimates of the results shown so far as well as 
tests of the differences between men and women. The estimates in column 
(1) correspond to estimates of ߚଵ when I estimate Eq. (1) using the full sam-
ple. In columns (2) and (3) I repeat the exercise for males and females re-
spectively. The estimates in column (4) correspond to estimates of ߚହ when I 
estimate Eq. (2) using the full sample. The negative effect on the number of 
strokes in the outcome tournament is significant on the 5 percent level for 
the full sample (column [1]) and for males (column [2]). As we saw in Fig-
ure 4, women exhibit a similar performance difference at the threshold but 
due to the smaller sample size, the precision is not enough to establish a 
statistically significant effect (see column [3]). The difference in effect size 
between men and women is very small (roughly one tenth of the baseline 
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effect in column [1]) and statistically insignificant (see column [4]). This 
(small) point estimate also has the opposite sign of what should be expected 
if women are more sensitive than men to previous competitive outcomes.   

With regard to performance differences between marginal winners and 
marginal losers measured by the propensity to make the cut in the outcome 
tournament, which are presented in panel B, we also find a statistically sig-
nificant result for women (column [3]). Again, the difference in effect size 
between men and women is small and statistically insignificant (see column 
[4]).  

Overall, the estimates suggest that performance of both men and women 
are causally affected by previous successes. Furthermore, the estimates do 
not lend support for the notion that female performance should respond more 
than male performance to previous competitive outcomes. Although an im-
portant caveat is that the confidence interval of the estimated interaction 
term allows for substantial differences between men and women (but in ei-
ther direction). Hence, the second conclusion primarily rests on the fact that 
the point estimates remain tiny relative to the main effect.  

Table 2. Main results – Marginal winners relative to marginal losers  

Column: (1) (2) (3) (4) 
Sample: All Males Females All 
Estimate: Main Main Main Females-Males 
Panel A. Strokes after 36 holes in the outcome tournament
Making the cut -0.1629** -0.1706** -0.1558 0.0148 
 (0.0673) (0.0804) (0.1200) (0.1444) 
 
Observations 53,133 36,119 17,014 53,133 
Mean 143.8936 143.0593 145.6649 143.8936 
Panel B. Making the cut in the outcome tournament
Making the cut 0.0255*** 0.0266*** 0.0240* -0.0025 
 (0.0079) (0.0097) (0.0133) (0.0164) 
 
Observations 53,133 36,119 17,014 53,133 
Mean 0.5527 0.5487 0.5612 0.5527 
Sample window [-5,6] [-5,6] [-5,6] [-5,6] 
Linear RV Yes Yes Yes Yes 
By treatment RV Yes Yes Yes Yes 
Quadratic RV No No No No 
By tournament RV No No No No 
Covariates No No No No 
Notes: Standard errors are clustered on the strokes * tournament level (in parentheses). 
*/**/*** significant at the 10 /5/1 percent level. RV=running variable. 



 67

4.2 Robustness checks: model variations, experience and prize 
money 
In Table 3, the results from Table 2 are subjected to a number of robustness 
checks in the form of model variations. The estimates in all seven columns 
are from variations of Eq. (2) and they all correspond to estimates of ߚହ in 
that model (i.e. the interaction between making the cut and being a woman).7 
In columns (1–4) the bandwidth is gradually reduced and in column (5) I 
introduce a quadratic control for the running variable. In column (6) I add 
covariates (experience and predetermined ability) to the baseline model and 
specification (7) allows the linear relationship between the outcome and the 
running variable to be specific for each tournament. Overall, the point esti-
mates of the interaction effect are fairly robust to these model variations, 
although they display some sensitivity to the very small bandwidths (see 
especially column [3]). As we can see in Figures 4 and 5, this is mainly driv-
en by the fact that males with a running variable equal to three display quite 
extreme results relative to the general trend. Given that the other estimates 
are reasonably similar to the ones presented in Table 2, I interpret the results 
as suggesting that men and women do indeed respond similarly to previous 
results with respect to current performance. As Table A1 in the appendix 
shows, making the cut in the treatment tournament relative to failing to make 
it decreases the number of strokes after 36 holes in the outcome tournament 
by roughly 0.15 strokes for both men and women. Similarly, the probability 
of making the cut in the outcome tournament increases by about two per-
centage points for both men and women. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

                               
7 Separate results for men and women are presented in Table A1 in the appendix. 
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Table 3. Robustness checks – model variations  

Column: (1) (2) (3) (4) (5) (6) (7) 

Panel A. Strokes after 36 holes in the outcome tournament 
Making the cut * -0.0229 0.0075 -0.2635 -0.1437 -0.0281 0.0382 0.0102 
Female (0.1548) (0.1705) (0.1978) (0.2622) (0.1402) (0.1382) (0.1364) 
  
Observations 47,725 40,870 32,638 22,964 53,133 53,133 53,133 
Mean of dep. var. 143.90 143.90 143.91 143.89 143.89 143.89 143.89 
Panel B. Making the cut in the outcome tournament 
Making the cut * 0.0019 -0.0119 0.0216 -0.0001 0.0011 -0.0042 0.0003 
Female (0.0176) (0.0197) (0.0229) (0.0303) (0.0159) (0.0161) (0.0155) 
  
Observations 47,725 40,870 32,638 22,964 53,133 53,133 53,133 
Mean of dep. var. 0.5513 0.5505 0.5470 0.5474 0.5527 0.5527 0.5527 
Sample window [-4,5] [-3,4] [-2,3] [-1,2] [-5,6] [-5,6] [-5,6] 
Linear RV Yes Yes Yes Yes Yes Yes Yes 
By treatment RV Yes Yes Yes Yes No Yes Yes 
Quadratic RV No No No No Yes No No 
By tournament RV No No No No No No Yes 
Covariates No No No No No Yes No 

Notes: Standard errors are clustered on the strokes * tournament level (in parentheses). 
*/**/*** significant at the 10 /5/1 percent level. RV=running variable.   

As pointed out in Section 2, the male and female golfers studied in this paper 
differ in terms of experience and they are active in environments with differ-
ent financial conditions. These differences might interfere with the analysis 
in such a way that I estimate institutional differences instead of gender dif-
ferences (Rosenqvist and Skans [2015] for example found that the prize 
money in the outcome tournament affects the results). To examine this po-
tential problem, I reestimate the model in Table 4 using samples that are 
fairly comparable in terms of experience and prize money. Since I have far 
more observations for male golfers than for female golfers, I make sample 
restrictions on the male sample to achieve comparability across the sexes. I 
drop all men that have more than 18 years of experience and that participated 
in tournaments with total prize money of more than $3,300,000. These re-
strictions leave me with a sample of male golfers that, on average, have 9.5 
years of experience (compared with 8.6 for women) and that participate in 
tournaments with an average prize sum of $1,800,000 (compared with 
$1,400,000 for women). Thus, with these restrictions, the samples are sub-
stantially more similar than before, while they still allow me to keep roughly 
15,000 observations for male golfers. The results from this exercise, which 
are presented in Table 4, are similar to the corresponding estimates in Table 
2. The success effect for men on the number of strokes goes up somewhat in 
absolute terms (see column [2] of panel A) while the effect on making the 
cut instead makes a modest move downwards (see column [2] of panel B). 
But overall, the results are strikingly robust to these substantial sample re-
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strictions, suggesting that the gender differences in experience and prize 
money do not interfere with the main conclusion that competitive men and 
women respond similarly to previous results with respect to current perfor-
mance. 

Table 4. Robustness checks – similar experience and prize money across genders  

Column: (1) (2) (3) (4) 

Sample: All Males Females Females 
Estimate: Main Main Main Females-Males 
Panel A. Strokes after 36 holes in the outcome tournament
Making the cut -0.1837** -0.2151* -0.1558 0.0593 
 (0.0868) (0.1241) (0.1200) (0.1726) 
 
Observations 32,164 15,150 17,014 32,164 
Mean of dep. 144.61 143.42 145.66 144.61 
Panel B. Making the cut in the outcome tournament
Making the cut 0.0230** 0.0220 0.0240* 0.0021 
 (0.0099) (0.0146) (0.0133) (0.0197) 
 
Observations 32,164 15,150 17,014 32,164 
Mean of dep. 0.5608 0.5605 0.5612 0.5608 
Sample window [-5,6] [-5,6] [-5,6] [-5,6] 
Linear RV Yes Yes Yes Yes 
By treatment RV Yes Yes Yes Yes 
Quadratic RV No No No No 
By tournament RV No No No No 
Covariates No No No No 

Notes: Standard errors are clustered on the strokes * tournament level (in parentheses). 
*/**/*** significant at the 10 /5/1 percent level. RV=running variable. 

4.3 Additional results: high and low stakes 
In Section 4.1 I found that marginal winners, in the treatment tournament, 
outperform marginal losers with respect to the performance in the outcome 
tournament. In this section I investigate how sensitive this performance dif-
ference is to the magnitude of the initial relative success/failure (i.e. the total 
prize money in the treatment tournament) and to the stakes in the outcome 
tournament (i.e. the total prize money in the outcome tournament).8 The ex-
ercises are performed separately for men and women and the sensitivity of 
the effect sizes to the prize money is then compared. The magnitude of the 
initial relative success/failure is a binary variable that takes on the value 1 if 
the total prize money in the treatment tournament was above the median of 
the prize money in the treatment tournaments within the relevant combina-

                               
8 Note that I only have data on the total prize money in the tournaments, not the prize money 
for the individual players. Thus, I use variation in prize money between tournaments and not 
between players within tournaments. 
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tion of tour and season and 0 otherwise. The stakes in the outcome tourna-
ment are also coded as a binary variable where 1 indicates that the prize 
money in the outcome tournament was above the median of the prize money 
in the outcome tournaments within the relevant combination of tour and 
season.  

I also group the players into four categories according to the values of the 
aforementioned two variables (i.e. zero-zero, zero-one, one-zero and one-
one). Doing so, I can in a simple way investigate how the success/failure 
effect is affected by the stakes in the outcome tournament holding the mag-
nitude of the initial success/failure constant and vice versa.9  

My findings are presented in Table 5, where for ease of presentation, I on-
ly use making the cut in the outcome tournament as the outcome variable. In 
panel A, I focus on players who participated in a treatment tournament with 
below-median prize money. Thus, marginal winners and losers in this sam-
ple experienced relatively small successes and failures. I then investigate 
how the performance difference between these players in the outcome tour-
nament is affected by the size of the prize money in the outcome tournament. 
In panel B, I do the corresponding exercise for players that participated in a 
treatment tournament with above-median prize money. In panels C and D, I 
keep the prize money in the outcome tournaments fixed and vary the prize 
money in the treatment tournaments.  

Azmat, Calsamiglia and Iriberri (forthcoming) and Gill and Prowse 
(2014) have previously conducted similar investigations in other settings. 
Azmat, Calsamiglia and Iriberri (forthcoming) study potential gender differ-
ences in the reaction to changed stakes. They studied Spanish high school 
students and found that female students tend to choke under pressure in the 
sense that the gender gap in test results (to the advantage of females) is 
smaller in high stakes tests than in low stakes tests. Intuitively, positive rec-
ollections of previous performances should be particularly important in sit-
uations where the probability of choking under pressure is relatively high 
(i.e. high stakes situations). Thus, the effect of making the previous cut on 
current performance should generally be higher in high stakes outcome tour-
naments, and if the results in Azmat, Calsamiglia and Iriberri (forthcoming) 
are relevant for adult competitive women as well, this pattern should be par-
ticularly pronounced for female golfers, since they are suggested to be more 
likely to choke under pressure. This reasoning implies that the estimates in 
column (2) of panels A and B should generally be higher than the corre-
sponding estimates in column (1) and that the difference in column (3) 
should be higher for females than for males. The estimates in columns (1–2) 
of panels A and B are only statistically significant on one occasion (see 

                               
9 This was also done in Rosenqvist and Skans (2015) using a slightly different empirical 
approach. They found that the success/failure effect for male golfers on the European Tour 
was entirely driven by high stakes outcome tournaments.  
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males in panel B), but the fact that high stakes outcome tournaments always 
produce greater point estimates than low stakes outcome tournaments 
strengthens the notion that earlier successes (which are assumed to build 
confidence) are most valuable in high stakes environments when players are 
likely to be under pressure. The success/failure effect for women is, howev-
er, not more sensitive to the prize money in the outcome tournament than the 
effect for men; instead, if anything, the estimates suggest that men are more 
confidence-dependent than women in high stakes situations since they seem 
to be very sensitive to the outcome of previous performances in exactly 
those cases. It should, however, be noted that the gender difference in the 
effect sensitivity to the prize money in the outcome tournaments is statisti-
cally insignificant in both panel A and panel B (see the difference-in-
differences estimates at the bottom of the respective panels).  

Gill and Prowse (2014) studied male and female university students in a 
laboratory setting. They found that men react to the size of an initial suc-
cess/failure in such a way that, conditional on losing, their subsequent effort 
is only negatively affected if the loss was big (i.e. if a lot of money was 
foregone). Conditional on winning, subsequent effort was not affected by the 
size of the win. For my setting, this would suggest that the performance dif-
ference between marginal winners and marginal losers among men should be 
highest after a treatment tournament with above-median prize money. This 
implies that the estimates for males in column (2) of panels C and D should 
be higher than the corresponding estimates in column (1). The differences 
between the estimates are, however, very small and go in opposite directions 
in panels C and D, which suggests that the success/failure effect for male 
golfers is insensitive to the prize money in the treatment tournament. For 
women, Gill and Prowse (2014) find that conditional on losing, the subse-
quent effort is not affected by the size of the loss. Conditional on winning, 
however, subsequent effort decreases in the prize money. Thus, if the results 
in Gill and Prowse (2014) hold true in a wider context, the performance dif-
ference between marginal winners and marginal losers among female golfers 
should be at its maximum after a treatment tournament with below-median 
prize money. This implies that the estimates for females in column (1) of 
panels C and D should be higher than the corresponding estimates in column 
(2). Looking at the point estimates, this is true in both cases, although the 
differences fail to exhibit statistical significance (see column [3]). Still, the 
rather surprising result from Gill and Prowse (2014) about small previous 
successes being more beneficial for women’s current performance than large 
ones is tentatively confirmed by my results, which calls for more research on 
the potential mechanisms behind this peculiar result. Comparing men and 
women with respect to the effect sensitivity to the prize money in the treat-
ment tournaments, we see that according to the point estimates, women are 
more sensitive (see the difference-in-differences estimates at the bottom of 
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panels C and D). But since the data are cut so thin in this exercise, the differ-
ence-in-differences estimates are not statistically significant.  

Overall, the most important findings from this exercise are that women 
benefit from relatively small rather than large previous successes and that 
both men and women (especially men) are particularly dependent on positive 
recollections of previous performances when competing in high stakes situa-
tions.      

Table 5. The importance of a previous success in situations with high and low stakes  

Column: (1) (2) (3) 

Panel A. Prize money in treatment tournament low 
Prize money in outcome: Low High Diff. (High-Low) 
Males: Making the cut 0.0085 0.0457* 0.0372 
 (0.0150) (0.0255) (0.0296) 
 
Females: Making the cut 0.0296 0.0474 0.0177 
 (0.0202) (0.0313) (0.0372) 
Difference-in-differences (Females-Males): -0.0195 (0.0476)
Panel B. Prize money in treatment tournament high 
Prize money in outcome: Low High Diff. (High-Low) 
Males: Making the cut 0.0008 0.0526*** 0.0518* 
 (0.0242) (0.0178) (0.0301) 
 
Females: Making the cut 0.0054 0.0100 0.0047 
 (0.0320) (0.0278) (0.0424) 
Difference-in-differences (Females-Males): -0.0471 (0.0520)
Panel C. Prize money in outcome tournament low 
Prize money in treatment: Low High Diff. (High-Low) 
Males: Making the cut 0.0085 0.0008 -0.0077 
 (0.0150) (0.0242) (0.0285) 
 
Females: Making the cut 0.0296 0.0054 -0.0243 
 (0.0202) (0.0320) (0.0379) 
Difference-in-differences (Females-Males): -0.0166 (0.0474)
Panel D. Prize money in outcome tournament high
Prize money in treatment: Low High Diff. (High-Low) 
Males: Making the cut 0.0457* 0.0526*** 0.0069 
 (0.0255) (0.0178) (0.0311) 
 
Females: Making the cut 0.0474 0.0100 -0.0373 
 (0.0313) (0.0278) (0.0419) 

Difference-in-differences (Females-Males): -0.0442 (0.0522)
Notes: Standard errors are clustered on the strokes * tournament level (in parentheses). 
*/**/*** significant at the 10 /5/1 percent level. 
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4.4 Additional results: good and bad days 
For about 80% of the observations I have the results on both round 1 and 
round 2 in the outcome tournament while the remaining observations only 
have the aggregate score over the two rounds.10 This makes it possible to 
investigate whether a previous success is more beneficial on relatively good 
or bad days, or if the effect is constant. For each observation with non-
missing data, I calculate the best day and the worst day and then examine 
how a previous success affects the results on the respective days conditional 
on the RD model.11 Table 6 shows the results. The pattern of the results sug-
gests that a previous success is particularly important on a relatively bad day 
when the players are struggling on the course. The making-the-cut effect is 
roughly twice as big on a bad day compared with a good day and the effect 
is only statistically significant on bad days (see column [1]). The same gen-
eral pattern is apparent for both women and men (columns [2–3]). Arguably, 
these results strengthen the notion that confidence is the main factor behind 
the positive success, effect since players are more likely to start doubting 
their ability on relatively bad days. But with a fresh memory of success, 
these negative thoughts might be easier to keep at bay, making the recently 
successful players less likely to post very bad results. Effectively, this sug-
gests that confidence reduces variance in performance. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

                               
10 The detailed information exists for 100% of the tournaments on the PGA Tour, about 85% 
of the tournaments on the LPGA Tour and about 50% of the tournaments on the European 
Tour.   
11 About 10% of the observations have identical results on the two rounds and consequently, 
their worst day score is identical to their best day score.  
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Table 6. The effect of a previous success on good and bad days  

Column: (1) (2) (3) (4) 

Sample: All Males Females Females 
Estimate: Main Main Main Females-Males 
Panel A. Number of strokes on a good day
Making the cut -0.0425 -0.0541 -0.0197 0.0344 
 (0.0403) (0.0495) (0.0685) (0.0845) 
 
Observations 42,160 27,520 14,640 42,160 
Mean of dep. 70.22 69.84 70.95 70.22 
Panel B. Number of strokes on a bad day
Making the cut -0.0931** -0.0983* -0.0833 0.0150 
 (0.0442) (0.0549) (0.0730) (0.0914) 
 
Observations 42,160 27,520 14,640 42,160 
Mean of dep. 73.33 72.96 74.02 73.33 
Sample window [-5,6] [-5,6] [-5,6] [-5,6] 
Linear RV Yes Yes Yes Yes 
By treatment RV Yes Yes Yes Yes 
Quadratic RV No No No No 
By tournament RV No No No No 
Covariates No No No No 

Notes: Standard errors are clustered on the strokes * tournament level (in parentheses). 
*/**/*** significant at the 10 /5/1 percent level. RV=running variable. 

5 Conclusion  
In experiments, women have been found to decrease their performance fol-
lowing a setback, while men appear to be unaffected (see Gill and Prowse 
[2014]). It has also been suggested that this gender difference in dealing with 
failures might partly explain the presence of a glass ceiling for women on the 
labor market, based on the logic that early career failures leave deeper scars 
on women than on men. However, this result has not been replicated among 
men and women that have actually chosen to enter competition-intensive 
work environments (see Jetter and Walker [2015] and Banko, Leeds and 
Leeds [2016], who have investigated the behavior of professional male and 
female tennis players). Instead, these studies have found that competitive 
men and women are equally sensitive to previous results. But in all field 
studies on this issue so far, identification has relied on selection-on-
observables strategies, which leaves uncertainty regarding the robustness of 
the results. 

In this paper, I contribute to the literature by providing quasi-
experimental evidence from a field setting very well suited for identifying 
causal effects of a previous success/failure on current performance. I use 
data from about 200 all-female and 450 all-male golf tournaments. These 
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tournaments involve a stringent qualification rule that can be used to study 
the effect of a previous success, relative to a failure, on current performance 
holding ability constant (this empirical strategy was previously used in 
Rosenqvist and Skans [2015] but only for male golfers). Halfway through 
professional golf tournaments, the worst-performing half of the players is 
eliminated from the tournament. The other players continue the tournament 
and earn at least some prize money in the end. Players that are just barely 
eliminated (marginal losers) and players that are just barely allowed to com-
plete the tournament and earn prize money (marginal winners) performed 
almost equally well, but will arguably experience the performance different-
ly in terms of success or failure. Using an RD design, I estimate the perfor-
mance difference in the tournament the following week between marginal 
winners and marginal losers. 

The analysis reveals two main findings. First, marginal winners generally 
outperform marginal losers in the subsequent tournament. Marginal winners 
have roughly 0.16 fewer shots (significant on the 5 percent level) after 36 
holes in the outcome tournament and they are 2.5 percentage points more 
likely to make the cut (significant on the 1 percent level). This result shows 
that the finding in Rosenqvist and Skans (2015) about the existence of sub-
stantial causal success effects also holds true in a wider setting where wom-
en are included. Second, men and women exhibit virtually identical results, 
suggesting that top-performing women can tackle failures just as well as top-
performing men. Thus, if the behavior of these professional male and female 
athletes is similar to the behavior of competitive men and women in the rest 
of the society, it seems unlikely that women are unable to reach top-positions 
in firms because they are worse than men at dealing with failures. Instead, it 
seems likely that women’s difficulties in reaching top-positions in firms and 
other organizations are caused by external barriers, which calls for more 
research on the structure of these barriers and how to penetrate them. 

The analysis has also produced four additional results. First, the data sug-
gest that female golfers are more consistent performers than male golfers, 
i.e. women’s results are very stable over time. To the best of my knowledge, 
this is the first time that this has been shown and an interesting avenue for 
future research is to explore how general this apparent gender difference in 
performance consistency is. This could potentially be due to male golfers 
choosing riskier strategies than female golfers, which produces greater varia-
tion in the number of strokes. Second, female golfers benefit more from rela-
tively small previous successes than large ones, which replicates the finding 
in Gill and Prowse (2014). Third, both men and women (especially men) are 
particularly dependent on having had a recent success when competing in 
high stakes environments. This result strongly suggests that confidence is the 
main factor behind the success effect for both women and men, since confi-
dence is arguably crucial when players are under intense pressure. Fourth, 
for both men and women, higher confidence (from a previous success) tends 
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to help the players by improving their lowest ability level rather than their 
highest, effectively reducing between-day variance in performance. 
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Appendix A: Additional results 

Table A1. Robustness checks  

Column: (1) (2) (3) (4) (5) (6) (7) 

Panel A. Strokes after 36 holes in the outcome tournament - Males 
Making the cut  -0.1087 -0.1051 -0.0230 -0.1624 -0.1604** -0.1513* -0.1647** 
 (0.0855) (0.0940) (0.1101) (0.1433) (0.0775) (0.0791) (0.0749) 

 
       

Observations 32,532 27,938 22,410 15,783 36,119 36,119 36,119 
Mean of dep.  143.0738 143.0718 143.0944 143.0561 143.0593 143.0593 143.0593 

Panel B. Strokes after 36 holes in the outcome tournament - Females 
Making the cut  -0.1315 -0.0976 -0.2866* -0.3061 -0.1885 -0.1131 -0.1544 
 (0.1291) (0.1423) (0.1643) (0.2197) (0.1169) (0.1134) (0.1140) 

 
       

Observations 15,193 12,932 10,228 7,181 17,014 17,014 17,014 
Mean of dep.  145.6794 145.6854 145.7111 145.7179 145.6649 145.6649 145.6649 

Panel C. Making the cut in the outcome tournament - Males 
Making the cut  0.0188* 0.0194* 0.0076 0.0213 0.0248*** 0.0248*** 0.0268*** 
 (0.0104) (0.0116) (0.0134) (0.0177) (0.0093) (0.0095) (0.0091) 

 
       

Observations 32,532 27,938 22,410 15,783 36,119 36,119 36,119 
Mean of dep.  0.5471 0.5475 0.5434 0.5452 0.5487 0.5487 0.5487 

Panel D. Making the cut in the outcome tournament - Females 
Making the cut  0.0207 0.0075 0.0292 0.0212 0.0260** 0.0206 0.0271** 
 (0.0142) (0.0159) (0.0186) (0.0246) (0.0128) (0.0130) (0.0126) 

 
       

Observations 15,193 12,932 10,228 7,181 17,014 17,014 17,014 
Mean of dep.  0.5604 0.5568 0.5548 0.5523 0.5612 0.5612 0.5612 

Sample window [-4,5] [-3,4] [-2,3] [-1,2] [-5,6] [-5,6] [-5,6] 
Linear RV Yes Yes Yes Yes Yes Yes Yes 
By treatm. RV Yes Yes Yes Yes No Yes Yes 
Quadratic RV No No No No Yes No No 
By tourn. RV No No No No No No Yes 
Covariates No No No No No Yes No 

Notes: Standard errors are clustered on the strokes * tournament level (in parentheses). 
*/**/*** significant at the 10 /5/1 percent level. RV=running variable.  
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Essay 3: Rising to the occasion? Youth 
political knowledge and the voting age 
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1 Introduction 
The right to vote is a fundamental human right (The United Nations, 1948, 
art. 21). So why is it that not all citizens are allowed to vote?1 The main ar-
gument against lowering or abolishing the voting age is that young individu-
als, according to proponents of the current voting age, typically lack the ap-
propriate intellectual maturity and political knowledge for voting (see, e.g., 
Chan and Clayton [2006]). In this paper, motivated by recent evidence, I 
study whether having the right to vote in itself can stimulate the acquisition 
of political knowledge, i.e. if young people who are given the right to vote 
rise to the occasion.  

Having the right to vote “empowers citizens to influence governmental 
decision-making and to safeguard their other human rights” (Human Rights 
Advocates [2009], p. 2). Thus, it must be considered a serious violation of 
human rights to exclude a section of the population from voting without very 
strong reasons for doing so. The typical voting age today is 18, meaning that 
a large share (approx. 25%, [Central Intelligence Agency, 2015]) of the pop-
ulation in most countries lacks the right to vote because they are considered 
immature in several ways. Can this voting age be justified or should it be 
lowered? And if it is lowered, how will it affect young individuals who be-
come eligible? While this paper does not give a definite answer to these 
questions, it aims to contribute to the discussion by providing relevant and 
credible new evidence. 

Obviously, this question has been discussed in many countries in the last 
ten years because there have been several changes to the voting age from 18 
to 16. In 2007, Austria became the first European nation to adopt a voting 
age of 16 (see Wagner et al. [2012]) and in the Scottish independence refer-
endum in 2014, 16-year-olds were also allowed to vote (UK Government 
[2015]). Another major example is Argentina, where the voting age was 
lowered to 16 in 2012 (see The Telegraph [2012]). 

The experiences from the Scottish referendum have triggered a discussion 
in the UK about whether the voting age should be lowered to 16 in all elec-
tions. Alex Salmond, Scotland’s first minister and leader of the Scottish Na-
tionalist Party (SNP) at the time of the independence referendum, was im-
pressed by the engagement among young voters and delivered the following 
comment in his first statement to the Scottish Parliament after the referen-
dum (Brooks [2014]): 

There is not a shred of evidence for arguing now 16 and 17-year-olds should 
not be allowed to vote. Their engagement in this debate, this great constitu-
tional debate, was second to none. They proved themselves to be the serious, 
passionate and committed citizens we always believed they should be. Eve-

                               
1 Individuals under the age of 18 are typically not allowed to vote. See list of voting ages 
around the world compiled by the Central Intelligence Agency (2015).  
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ryone in this chamber should be proud of this chamber’s decision to widen 
the franchise. There is an overwhelming, indeed an unanswerable, case for 
giving 16 and 17-year-olds the vote in all future elections in Scotland, indeed 
across the United Kingdom. All parties in this parliament I think should make 
a vow to urge Westminster to make this happen in time for next year’s gen-
eral election. 

Given this current debate and the ethical dilemma surrounding the existence 
of a voting age, it is of major importance to accumulate information about 
the political knowledge of, primarily, 16 and 17-year-olds in relation to their 
older fellow citizens. To the best of my knowledge, there have been two 
major contributions to this topic: Chan and Clayton (2006) and Wagner, 
Johann and Kritzinger (2012), and they have reached completely different 
conclusions.     

Chan and Clayton (2006) used British survey data from the 1990s and 
2001 to study the political interest and knowledge of different age groups. 
They found a clear age gradient in political maturity, with 16 and 17-year-
olds at the bottom of the competence scale. Based on this finding, they argue 
that the voting age should not be lowered to 16, since this would lead to neg-
ative consequences for the quality of democracy. 

Wagner, Johann and Kritzinger (2012), on the other hand, using Austrian 
survey data from 2009 reach a contradicting conclusion. Wagner, Johann 
and Kritzinger (2012) find that 16 and 17-year-olds are about equally willing 
to participate in politics and about equally able to make informed voting 
decisions as their somewhat older fellow citizens (18–21 years of age). Par-
ticularly, they do not find the voting choices of 16 and 17-year-olds to be 
worse in terms of correspondence with preferences than those of somewhat 
older age groups. Based on this finding, they argue that 16 and 17-year-olds 
should not be excluded from voting on the grounds of insufficient political 
knowledge.  

Why are the results so different? Wagner, Johann and Kritzinger (2012) 
offer a potential explanation related to the different voting laws in the UK 
and Austria. The 16 and 17-year-olds surveyed in Chan and Clayton (2006) 
did not have the right to vote, while the corresponding group in Wagner, 
Johann and Kritzinger (2012) actually did have that right. In fact, Austria 
introduced a voting age of 16 in 2007 and when Wagner, Johann and Kritz-
inger (2012) conducted their survey in May 2009, the 16 and 17-year-olds in 
the study were about to vote in their first election (European Parliament 
Election in June 2009). Wagner, Johann and Kritzinger (2012) argue that 
citizens who lack the right to vote have small incentives to become political-
ly knowledgeable, while being eligible means that political knowledge can 
actually be put to use. Thus, according to Wagner, Johann and Kritzinger 
(2012), 16 and 17-year-olds in Austria are more politically mature relative to 
their somewhat older fellow citizens than their counterparts in the UK, in 
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part because they have the right to vote. This reasoning suggests the exist-
ence of dynamic effects from changing the voting age, where the political 
maturity of young people endogenously adjusts to the prevailing voting age, 
i.e. young people “rise to the occasion”. 

This idea receives additional support from Hart and Atkins (2011) and 
Zeglovits and Zandonella (2013). Hart and Atkins (2011) argue that the vot-
ing age should be lowered to 16 because evidence indicates that opportuni-
ties for political socialization in adolescence lead to a deeper civic commit-
ment in early adulthood. Along a similar line, Zeglovits and Zandonella 
(2013) provide evidence suggesting that the political interest of young peo-
ple responds to changes in the voting age.2 While the hypothesis that young 
people react to changes in the voting age is intriguing and consistent with the 
results in Chan and Clayton (2006) and Wagner, Johann and Kritzinger 
(2012), it has not been properly evaluated. The diverging results in Chan and 
Clayton (2006) and Wagner, Johann and Kritzinger (2012) could also poten-
tially be explained by other cross-country differences between Austria and 
the UK, e.g. the school system, and have nothing to do with the voting age.     

Since potential dynamic effects of changing the voting age would be a 
major argument in favor of lowering it, the question needs a more thorough 
treatment in a more controlled setting. Conceptually, the real question that 
must be answered in order to say something more definitive about the effects 
of lowering the voting age is the following: consider a large sample of iden-
tical twins, where one twin in each pair is allowed to vote at 16 and the other 
at 18. Will the twins who were allowed to vote at 16, on average, exhibit 
higher levels of political knowledge and/or political interest at age 16 than 
the twins who were allowed to vote at 18?  

Given that very few countries allow 16-year-olds to vote, it is hard to ob-
tain data to answer this exact question, but in this paper, using nationwide 
Swedish register data, I answer a very similar question. In Sweden, individu-
als are allowed to vote if they turn 18 on the day of the election at the latest. 
This law has been practiced in all elections since 1976 (The Swedish Elec-
tion Authority [2015]). Utilizing the fact that the Swedish register data gives 
me access to the exact date of birth of all individuals born in Sweden from 
1969, and onwards I can employ a regression discontinuity (RD) strategy to 
estimate the causal effect of having the first voting opportunity at 18, com-
pared with having the first opportunity, on average, three years later, on a 
range of measures aimed at capturing political knowledge, political interest 
and civic interest around age 18. The empirical strategy relies on the as-

                               
2 Zeglovits and Zandonella (2013) looked at the political interest of 16- and 17-year-olds in 
Austria before and after the voting age was lowered to 16 in 2007. They found that political 
interest among 16 and 17-year-olds surveyed in 2008 was higher than political interest among 
16 and 17-year-olds surveyed in 2004. This is consistent with a reaction to the change in the 
voting age, but Zeglovits and Zandonella (2013) acknowledge that their data makes it impos-
sible to prove a causal relationship.        
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sumption that random chance determines whether births occurring near the 
voting eligibility cutoff date for elections 18 years later occur before or after 
the cutoff. In other words, individuals born just before the cutoff for voting 
eligibility should be comparable to individuals born just after it (i.e. they 
should have parents with similar characteristics etc.). Thus, I am able to 
causally identify the effects of a substantial change in voting age, albeit on a 
somewhat higher general age level (i.e. 21 to 18 instead of 18 to 16), on 
measures of political knowledge and interest. It should be noted that with a 
voting age of 18, the average age at first voting opportunity is around 20. If 
the voting age was lowered to 16, the average age at first voting opportunity 
would go down to 18. Thus, this paper investigates voting age effects at a 
highly relevant margin. 

The main measure of political knowledge around age 18 in this paper is 
the high school grade in Social Studies (Samhällskunskap). According to the 
objectives of this subject, at least 25% of the grade should be based on stu-
dents’ political knowledge. This essentially means that political knowledge 
is measured with a lot of noise. While troublesome for precision, it should 
not lead to downward bias in the estimates. At the same time, this imprecise 
outcome measure is compensated by the fact that I can employ nationwide 
registers with a large number of observations (relative to survey-based stud-
ies like Chan and Clayton [2006] and Wagner, Johann and Kritzinger 
[2012]).  

While the subject objectives suggest that the high school grade in Social 
Studies is a relevant measure of political knowledge, it is not perfect. To 
capture different traces of a potential increase in political knowledge and/or 
civic interest driven by the right to vote that potentially do not show up in 
the high school grade in Social Studies, I also employ two alternative 
measures: performance on the General Knowledge section of the Swedish 
Scholastic Assessment Test (SweSAT) and the orientation of tertiary studies. 
The performance on the General Knowledge section of the SweSAT cap-
tures knowledge in many different fields, but knowledge in Social Science- 
related questions is particularly important (Stage [1985] estimates that about 
15% of the questions are related to political knowledge). Since the test is 
based on multiple choice questions, it should be cleansed from “classroom 
skills” which can contaminate school grades. Early participation in tertiary 
courses within the core subjects of Social Science is taken as an indicator of 
a high level of political interest. I also study an outcome variable that takes 
on the value 1 if the individual has a tertiary education (≥ 3 years) within 
Social Science. 

I find that individuals who have the opportunity to vote in an election just 
after their eighteenth birthday do not have higher levels of political 
knowledge and/or interest around age 18 than comparable individuals whose 
first voting opportunity takes place, on average, three years later. Individuals 
with voting rights do not have higher high school grades in Social Studies, 
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nor do they have better results on the General Knowledge section of the 
SweSAT. If anything, they have worse results, but this cannot be definitively 
established. I also do not find any significant differences between treated and 
controls with respect to tertiary education outcomes. Overall, the results 
suggest that adolescents are unaffected by having the opportunity to vote. 
This finding weakens the case for lowering the voting age from 18 to 16, but 
it does not rule out that 16-year-olds, at least in some contexts, have suffi-
cient levels of political knowledge for meaningful voting. 

The remainder of this paper is structured as follows. In Section 2, I first 
discuss studies related to potential effects of changing the voting age. I then 
elaborate on the concept of political knowledge and explain the measures 
used in the paper. Section 3 deals with the data and the institutional setting, 
and in Section 4, I explain the identification strategy. In Section 5, I present 
the main findings and Section 6 provides a conclusion. 

2 Related literature, political knowledge and 
measurements 
In this section, I first provide a discussion of the potential effects of having 
the right to vote at an early age. This is followed by a short review of the 
literature on political knowledge.  Finally, I discuss the measures of political 
knowledge, political interest and civic interest that are used in this paper. 

2.1 Voting at an early age 
Several recent studies have used discontinuities caused by voting age laws to 
study the effect of early-age voting eligibility on turnout in later elections 
(see, e.g. Meredith [2009], Coppock and Green [forthcoming] and Bhatti, 
Hansen and Wass [2016]). These studies have found that individuals who 
can vote shortly after turning 18 have higher future turnout rates than indi-
viduals who turn 18 just too late and whose voting debut therefore takes 
place some years later. While this strongly suggests that voting is habit-
forming, there is still very little direct evidence on the effect of early-age 
voting eligibility on early-age political knowledge and interest.   

There are, however, related studies reporting positive effects of general 
political socialization (e.g. community service, election-oriented teaching in 
school and mock voting) during adolescence on civic engagement in early 
adulthood. First, Hart et al. (2007) find a positive correlation between com-
munity service participation in high school and voting and volunteering in 
early adulthood using longitudinal data on a random sample of US high 
school students. Second, Syvertsen et al. (2009) performed a randomized 
trial on a small sample of high school students in the US. Some of the high 
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school students were randomly assigned to an election-oriented curriculum 
while the other students received the normal curriculum. Syvertsen et al. 
(2009) then show that the treated students later expressed higher levels of 
civic interest and self-reported civic disposition than those in the control 
condition. Thirdly, Meirick and Wackham (2004) provide evidence indicat-
ing that the actual act of casting mock votes in school can deepen the civic 
commitment of students. Overall, Hart and Atkins (2011), who advocate a 
voting age of 16 in the US, interpret the collected evidence above as suggest-
ing that, in terms of increased civic engagement, “there likely would be con-
siderable benefits to allowing 16- and 17-year-olds to vote” (Hart and Atkins 
[2011], p. 217). 

Since these studies use different measures of civic engagement as the out-
come and since they do not look at early age voting right per se, they cannot 
be taken as evidence in favor of the existence of dynamic changes in politi-
cal knowledge and interest among young people following a change in the 
voting age. However, they clearly indicate that teenagers react to different 
opportunities for political socialization. 

2.2 Political knowledge: Definition, importance and 
measurement 
Delli Carpini and Keeter (1996) define political knowledge as “the range of 
factual information about politics that is stored in long-term memory” (Delli 
Carpini and Keeter [1996], p. 10). As Mondak (2001) points out, the concept 
of political knowledge lies at the heart of the research on political behavior. 
Political knowledge is key within political science, because it has been found 
to correlate with, e.g., turnout and political beliefs (see Larcinese [2007] for 
turnout and Delli Carpini and Keeter [1996] for political beliefs). It is also 
highly relevant for the voting age debate. 

Critics of a lower voting age (e.g. Chan and Clayton [2006]) argue that 16 
and 17-year-olds lack political knowledge and that it would be detrimental 
for the quality of democracy to give them the right to vote. If individuals, 
due to limited political knowledge, are unable to identify which political 
alternative has the closest correspondence to their own beliefs, it might result 
in the represented political opinions being substantially different from the 
actual opinions of the citizens. To exemplify with an extreme case, support-
ers of lower income taxes might, due to ignorance, vote for a party that 
wants to raise taxes. Thus, giving the right to vote to individuals who are 
unable to differentiate between political alternatives is meaningless (see Lau, 
Andersen and Redlawsk [2008]) or even harmful for democratic legitimacy 
(see Scharpf [1999]). 16-year-olds might have low levels of political 
knowledge relative to their older fellow citizens when the voting age is 18, 
but this would not necessarily be the case if the voting age was 16. In fact, as 
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Delli Carpini and Keeter (1996) point out, motivation or the desire to learn is 
an important requisite for the acquisition of political knowledge and it might 
respond to changes in the voting age. 

Political knowledge is typically measured by asking subjects a number of 
questions on factual political knowledge. The questions are normally formu-
lated as propositions and respondents are asked to determine if they are true 
or false. Questions can, e.g., be about the name of the prime minister or 
about the number of parties currently represented in the parliament (see 
Chan and Clayton [2006] for more examples). While questions of this type 
do not capture all relevant aspects of political knowledge, the results from 
exercises of this type are generally considered good predictors of other polit-
ical abilities.3 Wagner, Johann and Kritzinger (2012) measure political 
knowledge by looking at subjects’ abilities to place different parties correct-
ly on the left-to-right ideological scale and thus they deviate from the typical 
factual questions.  

2.3 Measures of political knowledge and political interest used in 
this paper 
2.3.1 The Swedish education system  
Since many of the measures used in this paper are related to the Swedish 
school system, it is probably helpful to go through the timing of relevant 
events. In Sweden, the typical student graduates from junior high school in 
June of the year the student turns 16.4 The typical student then starts high 
school in August of that same year. In high school, students choose between 
different tracks that normally take three years to complete. Thus, the typical 
student graduates from high school in the summer of the year the student 
turns 19.5 In the fall of that same year, students (typically) have their first 
opportunity to register for tertiary studies and in the spring of the following 
year, they have the second opportunity and so on. 

The elections that I consider in this paper take place in the fall of the year 
when the relevant students turn 18, i.e. when they have completed about two 
thirds of their high school education. I assume that the right to vote starts to 
matter about one year before the election, when the election campaign be-
gins to unfold. Thus, conditional on this assumption, students can be affected 
by the right to vote from the second year of high school and onward. The 

                               
3 Butt (2004) shows that high levels of factual political knowledge are associated with a better 
ability to identify the policy positions of political parties. Thus, individuals with high levels of 
factual political knowledge should be better at finding parties with opinions that match their 
own beliefs.   
4 Junior high school is compulsory in Sweden. 
5 It is not compulsory to take part in high school education, but over time it has become more 
and more common and today it is considered necessary for a successful entrance on the labor 
market. In the main sample of this paper, about 70% have graduated from high school.   
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outcome variables in this paper are typically measured at the end of high 
school or somewhat later (i.e. around age 19). 

2.3.2 Main measure: High school grade in Social Studies 
The main measure of political knowledge around age 18 in this paper is the 
high school grade in Social Studies (Samhällskunskap). This subject has 8 
objectives (see Table A1 in Appendix A). Two of these objectives are direct-
ly linked to political knowledge. According to these two objectives, the stu-
dents should (1) understand how the political system works (at different 
levels) and (2) know how they can influence the decisions within this system 
(these objectives correspond to points 3 and 4 in Table A1). In addition, 
several of the other objectives contain components that are at least related to 
political knowledge (see objectives 1, 2 and 8 in Table A1).  

Thus, at least 25% of the grade in Social Studies should be based on stu-
dents’ competence in political knowledge. Political knowledge is therefore 
measured with noise which should reduce precision, but not bias the esti-
mates. On the other hand, the high school grade in Social Studies is readily 
available, which means I have access to a large number of observations. 
While studies using survey-based measures of political knowledge typically 
have quite few observations (see Chan and Clayton [2006] and Wagner, 
Johann and Kritzinger [2012]), I can use nationwide registers to collect data 
on high school grades for all individuals who graduated from high school. 
Consequently, this paper uses a measure that should be affected by students’ 
level of political knowledge, that is set around age 18 and that is non-
missing for a large share of each cohort in modern times. 

2.3.3 Issues with the high school grade in Social Studies 
A problem with high school grade in Social Studies is that the grade was 
potentially set too early for the later cohorts (students who graduated in the 
years 1997–2010). Students who graduated from high school in 1996 at the 
latest received a final grade in the subject of Social Studies at the time of 
graduation. In principle, they could affect their grade up to that point, but in 
practice, it was probably determined somewhat earlier. Thus, since most of 
the grade was determined after the point when the right to vote (presumably) 
started to matter, it should be possible to detect a potential voting right ef-
fect. Students graduating during the years 1997–2010, on the other, hand 
were graded in courses rather than in subjects and when a course was fin-
ished (which could be at the end of the first year) the grade could no longer 
be influenced. Subsequently, a lot of the grades were set long before the 
actual graduation. During this time, there were three courses in Social Stud-
ies: Social Studies A, Social Studies B and Social Studies C. All students (no 
matter what track) took Social Studies A, since it was mandatory, while (typ-
ically) only students in the Social Science track took Social Studies B and C. 
For this period, the grade in Social Studies A functions as the main measure 
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of knowledge in Social Studies, while Social Studies B and C are used for 
robustness checks (the B and C courses were taken during the second and 
third years of high school). A potential problem with using the grade in So-
cial Studies A as a measure of political knowledge is that some students took 
the course quite early and received the grade after their first year of high 
school. It is unlikely that having the right to vote influenced those early 
grades. However, there was significant variation in the timing of Social 
Studies A across tracks and across schools, making it a relevant measure for 
some students, but not for others.6  

In the empirical exercises in Section 5, this late period (1997–2010) is in-
cluded in the main results, but I also look at the early period separately to 
tackle the problem of the timing of the measurement. I also examine the late 
period separately with a focus on the courses Social Studies B and C, since 
these were taken at the end of high school and thus have better timing. Since 
the high school grade in Social Studies is not a perfect measure of political 
knowledge, I also investigate alternative measures of political knowledge 
and/or interest in society, which I elaborate on in the next section. 

2.3.4 Alternative measures 
The first alternative measure of political knowledge and/or interest in society 
is performance on the General Knowledge section of the Swedish Scholastic 
Assessment Test (SweSAT). The SweSAT is a kind of university admissions 
test in Sweden given twice a year (each spring and fall). However, it is not 
compulsory. University admission is primarily based on high school GPA, 
but for some admissions, students can compete with their SweSAT score. 
Students (and the rest of the population) can take the SweSAT at any time, 
but it is uncommon to take it before high school. In this paper I consider 
tests that were taken the year a student turned 18, 19 or 20 (i.e. when the 
student could be affected by having the right to vote). If a student took the 
test multiple times in this period, I keep the first test result. The General 
Knowledge section was in the test in the years 1977–1995 and consisted of 
30 multiple choice questions aimed at capturing general knowledge of socie-
ty. The questions could, e.g., be about politics, culture and sports (Stage 
[1985] estimates that about 15% of the questions can be categorized as polit-
ical knowledge). The main advantage with this measure compared with the 
high school grade in Social Studies is that it measures factual knowledge 
which, conceptually, is how political knowledge is defined. 

The second alternative measure is really a measure of political interest. I 
assume, to a greater extent than others, politically interested individuals par-
ticipate in tertiary studies in the core subjects of Social Science at a young 
age (before the year they turn 22). These core subjects are: Economics, Polit-

                               
6 The data does not allow me to see which students took the course early and which students 
took it late.  
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ical Science, Economic History, Peace and Development Studies and Social 
and Economic Geography. I also assume that, to a greater extent than others, 
politically interested individuals have university degrees in subjects in Social 
Science. Due to data constraints, a broader definition of Social Science is 
used for the degrees.   

The overall objective with all the discussed measures is to capture differ-
ent traces of a potential increase in political knowledge and/or civic interest 
driven by the right to vote around or somewhat after the time of the election. 

3 Institutional setting and data 
In this section, I present details on the Swedish voting system and provide a 
list of Swedish elections during the period 1988–2006. I also describe some 
important details of the sample restrictions and end with a discussion of the 
data.  

3.1 Institutional setting: Elections in Sweden 
In Sweden, citizens are eligible to vote if they are 18 years of age on the day 
of the election at the latest. After several changes in the voting eligibility law 
in the 1960s, the above law was passed in 1975 and has since been in force 
(The Swedish Election Authority [2015]). This means that all elections from 
1976 onward generate local experiments for individuals close to the eligibil-
ity threshold.  

The study uses rich Swedish register data with access to complete birth 
date information for all individuals born in Sweden from 1969 onward. This 
property of the data allows me to perform regression discontinuity analyses 
with exact date of birth as the running variable7 for all elections from 1988 
onward. Consequently, data limitations rule out using elections prior to 
1988. At the other end of the timeline, I am restricted by the fact that I can 
only observe register data up to and including the spring semester of 2010. 
Thus, I can only use elections prior to 2010 (which means 2006 is the last 
Swedish Parliamentary election). In Table 1, I provide a list of all Swedish 
elections during the period 1988–2006.  

The list contains 6 Swedish Parliamentary elections, 3 European Parlia-
mentary elections and 2 referendums. As we see in Table 1, the elections to 
the European Parliament generally have substantially lower turnout rates 
than the other elections. This effectively means they are low-status elections 
and unlikely to stimulate youth civic engagement and knowledge acquisi-

                               
7 In RD terminology, the variable that determines whether an individual is treated or not is 
often called the running variable. In this case, date of birth determines whether an individual 
has the right to vote or not. The term running variable will be used throughout the study. 
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tion. Thus, elections to the European Parliament will not be included in this 
study. Additionally, in order for the age at the first voting opportunity to be 
substantially different between the individuals on the two sides of the cut-
offs, I only include elections where the subsequent election takes places at 
least one year later (this restriction is not relevant if the subsequent election 
is to the European Parliament). 

In summary, as Table 1 indicates, the following seven elections are used 
in this paper: Swedish Parliament 1988, Swedish Parliament 1991, referen-
dum on EU 1994, Swedish Parliament 1998, Swedish Parliament 2002, ref-
erendum on the euro 2003 and Swedish Parliament 2006. 

Table 1. Elections in Sweden 1988–2006 

Type of election Date of election Birth cutoff 
date  

Turnout rate Used in the 
study 

SP election 09/18/1988 09/18/1970 86.0% Yes 
SP election  09/15/1991 09/15/1973 86.7% Yes 
SP election 09/18/1994 09/18/1976 86.8% No 
Referenduma  11/13/1994 11/13/1976 83.3% Yes 
EP election  09/17/1995 09/17/1977 41.6% No 
SP election 09/20/1998 09/20/1980 81.4% Yes 
EP election 06/13/1999 06/13/1981 38.8% No 
SP election 09/15/2002 09/15/1984 80.1% Yes 
Referendumb  09/14/2003 09/14/1985 82.6% Yes 
EP election 06/13/2004 06/13/1986 37.9% No 
SP election 09/17/2006 09/17/1988 81.9% Yes 
Notes: SP= Swedish Parliament. EP=European Parliament. a=EU, b=EURO. Information on 
all elections comes from Statistics Sweden (2015). 

3.2 Data: Sample restrictions 
To avoid potential problems with comparing individuals belonging to differ-
ent school cohorts, I only study individuals who turn 18 during one of the 
seven election years. Adopting this restriction implies that the “controls” 
with respect to the referendum in 1994 are those born from November 14, 
1976 to December 31, 1976. This interval consists of 48 days. Note that no 
other election takes place later in the year; consequently, the interval of 48 
days can be used throughout the study, which creates consistency across 
elections. Thus, each of the seven elections will have a maximum treatment 
period of 48 days (the 47 days directly before the eligibility cutoff date and 
the eligibility cutoff date itself), as well as a maximum control period that 
consists of the 48 days directly following after the eligibility cutoff date. 
Table 2 clarifies the birthdates that have been used to construct the sample of 
treated and the sample of controls. 
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Table 2. Samples of treated and controls 

Election Treated Controls 

SP 1988 08/02/1970 to 09/18/1970 09/19/1970 to 11/05/1970 
SP 1991 07/30/1973 to 09/15/1973 09/16/1973 to 11/02/1973 
Referendum 1994 09/27/1976 to 11/13/1976 11/14/1976 to 12/31/1976 
SP 1998 08/04/1980 to 09/20/1980 09/21/1980 to 11/07/1980 
SP 2002 07/30/1984 to 09/15/1984 09/16/1984 to 11/02/1984 
Referendum 2003 07/29/1985 to 09/14/1985 09/15/1985 to 11/01/1985 
SP 2006 08/01/1988 to 09/17/1988 09/18/1988 to 11/04/1988 

Notes: The period consists of 48 days before and after the cutoff dates.   

The birthdate of each individual has then been normalized through the sub-
traction of the respective cutoff dates, generating seven election-specific, 
normalized birthdates.8 Only observations with a normalized birthdate within 
the interval [-47,48] stay in the data. A problem with using the exact date of 
birth in this context is that previous evidence (see Dickert-Conlin and El-
der[(2010]) indicates that there are systematic differences between weekdays 
with respect to births, i.e. children born on weekends tend to be somewhat 
different from children born on weekdays (with respect to parental character-
istics). To tackle this issue, I aggregate up the data to full weeks. Individuals 
with a normalized birthdate in the interval [-6,0] will then belong to week 0 
and individuals with a normalized birthdate in the interval [1,7] will belong 
to week 1. Given that I kept individuals with a normalized birthdate in the 
range [-47,48], the week numbers will go from -6 to 7.9 Within these bound-
aries, the bandwidth will be varied in the empirical exercises in Section 5. 

3.3 Data: Descriptive statistics 
Table 3 describes some descriptive statistics for the two samples specified in 
Table 2. Overall, the number of individuals born on the dates specified in 
Table 2 is 172,283. The treated individuals (i.e. those who have the chance 
to vote just after turning 18) amount to 87,977 and the controls consist of 
84,306 individuals. The fact that the sample contains more treated individu-
als is expected, considering that the number of births is typically lower at the 
end of a year. As we can see in Table 3, the treated individuals get their first 
opportunity to vote in a first-order election about three years before the con-
trols (age 18 compared to age 21) which is arguably a substantial difference. 
From previous evidence it is known that individuals born earlier in the year 
normally have stronger educational outcomes. This is confirmed in the data 

                               
8 A normalized birthdate of 0 thus indicates that the individual turned 18 on the day of the 
election. A non-positive number thus indicates eligibility in the election and vice versa.  
9 Note that weeks -6 and 7 only contain 6 days. In the empirical analysis I also present results 
using the exact normalized birthdate as the running variable to the test robustness of the re-
sults. Weekday indicators are then included in the empirical model. 
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by looking at the junior high school GPA (standardized by graduation year) 
which is a predetermined covariate.10 Treated individuals have a higher GPA 
on average and fewer of them lack11 information on this variable, indicating 
higher educational ambition already before the treatment (i.e. the opportunity 
to vote in a first-order election). The same pattern can be seen for the junior 
high school grade in Social Studies which constitutes a predetermined meas-
ure of political knowledge. There are generally small differences between 
the two groups with respect to parental characteristics.12 

Looking at the outcome variables at the bottom of Table 3 we see that 
treated individuals have a somewhat better high school grade in Social Stud-
ies13 and that they have a slightly higher score on the General Knowledge 
section in the SweSAT. This is, of course, consistent with a positive treat-
ment effect, but it is clear that a simple comparison of outcomes between the 
two groups is confounded by unbalanced covariates (i.e. the junior high 
school grades). This problem can be solved by comparing individuals that 
are infinitely close to the threshold that separates the two groups, and in the 
next section I describe this research design in detail. When it comes to the 
tertiary education outcomes at the very bottom of Table 3, the treated and 
controls exhibit identical summary statistics. 

 
 
 
 
 
 
 
 
 
 

                               
10 I assume that the right to vote starts to matter approximately one year before the election, 
when the election campaign begins to unfold. Thus, conditional on that assumption, all varia-
bles that are determined before that point in time can be considered predetermined (i.e. they 
should be unaffected by the treatment).  
11 I do not have access to junior high school data for the individuals who turned 18 in in 1988. 
12 For those who turned 18 in 1998, 2002, 2003 or 2006, the parental characteristics are meas-
ured at age 15. For those who turned 18 in 1988, the parental characteristics are measured at 
age 20. For those who turned 18 in 1991, the parental characteristics are measured at age 17. 
For those who turned 18 in 1994, the parental characteristics are measured at age 18. This is 
due to data constraints. Even if the parental characteristics are measured after age 15, for 
some individuals, they are arguably good proxies for the parental characteristics at age 15 
since it is unlikely that the child’s right to vote affects the parents.     
13 To have data on this variable, the individuals must have a grade in Social Studies and they 
must graduate from high school during the year they turn 18, 19 or 20. 
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Table 3. Descriptive statistics for the most widely used sample 

Characteristics     

 Data All Voting Voting 

 exists right=1 right=0 
Demographics  
Male  1 0.514 0.514 0.513 
Age at first major voting opportunity 1 19.532 18.065 21.064 
 
Predetermined variables     
JHS Overall GPA 0.812 -0.038 -0.026 -0.050 
JHS grade in Social Studies 0.812 -0.027 -0.018 -0.037 
Mother tertiary education ≥ 3 years 0.982 0.135 0.135 0.135 
Father tertiary education  ≥ 3 years  0.945 0.142 0.143 0.142 
Mother in work   0.983 0.856 0.858 0.854 
Father in work   0.951 0.879 0.879 0.880 
 
Outcome variables     
HS grade in Social Studies 0.677 -0.015 -0.009 -0.020 
SweSAT (General Knowledge)* 0.084 -0.248 -0.238 -0.258 
Early registration Social Science**   0.847 0.017 0.017 0.017 
Tertiary education ≥ 3 years in So-
cial Science*** 

0.539 0.021 0.021 0.021 

 
Observations 172,283 172,283 87,977 84,306 

Notes: JHS=Junior High School. HS=High School. All grade measures are standardized 
within graduation year. The SweSAT score is standardized within a given test. * Only indi-
viduals who turned 18 in 1988, 1991 or 1994 can have data on this variable. ** Individuals 
who turned 18 in 1988 cannot have data on this variable due to data constraints. *** Only 
individuals who turned 18 in 1988, 1991, 1994 or 1998 can have data on this variable. This is 
due to the fact that it is measured in 2009 and cannot be considered a completed education for 
the later cohorts. 

4 Empirical specification 
I employ a regression discontinuity design on the data, using birth cutoff 
dates for voting eligibility to create exogenous variation in the voting age. 
Under the assumption that births take place randomly around the birth cutoff 
dates for voting eligibility, this method allows me to estimate the causal 
effect of early age voting right on the relevant outcomes. The normalized 
week number is used as the running variable and it is denoted by ܼ where e 
indicates the specific election.14 Equation (1) specifies the baseline empirical 
model used in the paper:     

ܻ = ߚ + ܼ]ܫଵߚ ≤ 0] + ଶܼߚ + ܼ]ܫଷߚ ≤ 0] ∗ ܼ + ߜ +      (1)ݑ

                               
14 In this setting we have e=1988, 1991, 1994, 1998, 2002, 2003 and 2006. For some out-
comes a subset of these elections are used. 
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The outcome, denoted ܻ, is a measure aimed at capturing political 
knowledge and/or political interest. ߜ captures election-specific fixed ef-
fects and ݑ is an error term. I include separate linear terms on the two sides 
of the threshold (i.e. ߚଶܼ and ߚଷܫ[ܼ ≤ 0] ∗ ܼ) and ߚଵ captures the dif-
ference between the two linear terms as they approach the threshold from 
below and above respectively. Under the assumption that the underlying 
confounders are continuous in the running variable (i.e. ܼ) around the 
threshold, this difference (i.e. ߚଵ) corresponds to the causal effect of early 
voting eligibility on the relevant outcome (see, e.g., Lee and Lemieux [2010] 
for a detailed discussion of the identifying assumptions underlying the typi-
cal RD design). Essentially, this procedure amounts to running separate local 
linear regressions on both sides of the threshold and comparing the values of 
those regressions at the cutoff. The specific data window (bandwidth) within 
which this is performed should be varied to test the robustness of the results 
and this is done in Section 5.2.15 Following the advice of Lee and Card 
(2008) on the appropriate choice of standard errors when using a discrete 
running variable, I cluster the standard errors on the week-times-election 
level. 

5 Results 
In this section, I first examine the research design to make sure that the un-
derlying identifying assumption is valid. I then present the main results.  

5.1 Tests of the identifying assumption 
The underlying identifying assumption that is required to make causal inter-
pretations of the treatment effect in this context is that all potential con-
founders are continuous in the running variable (i.e. the normalized birth 
week ܼ) across the threshold. This assumption amounts to requiring ran-
dom assignment to treatment in the immediate proximity of the threshold. 
Typically, this assumption is tested by investigating whether the running 
variable evolves smoothly over the cutoff and whether predetermined varia-
bles (i.e. variables that were determined before the elections) are continuous 
around the cutoff conditional on the empirical model, i.e. Equation 1 (see 
Lee and Lemieux [2010]). Mass points in the running variable close to the 
threshold raise concerns about the manipulability of the running variable, 
and jumps in the predetermined variables at the cutoff are yet another indica-
tion of manipulation.  

                               
15 The possible windows are: [0,1], [-1,2] … [-6,7]. However, it is considered good practice to 
have at least four unique values of the forcing variable below the cutoff and four unique val-
ues above the cutoff (Schochet et al. [2010]).  
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Before going into the empirical exercises, let us first consider the running 
variable and the cutoffs used in this paper. Since the cutoffs refer to voting 
eligibility birthdate thresholds for elections that take place 18 years later, it 
seems highly unlikely that parents are able to manipulate births to take place 
before rather than after a cutoff.16 Even if the birthdate cutoffs were perfectly 
predictable, we would arguably not expect strategic timing of births at these 
cutoffs. Dickert-Conlin and Elder (2010), e.g., do not even find strategic 
timing of births at thresholds that determine age at school start which is an 
outcome that arguably carries more significance than early age voting eligi-
bility. Thus, unlike most other RD settings where being on the right side of a 
threshold is associated with substantial personal benefits (e.g. access to cer-
tain schools and eligibility for social benefits), the context in this paper of-
fers small incentives for manipulation of the running variable. 

Since the main measure in this paper is the high school grade in Social 
Studies, the pre-tests are performed on the sample with valid information on 
this variable (67.7% of the total sample, see Table 3). Figure 1 shows the 
distribution of the running variable around the voting eligibility birthdate 
cutoffs. There is no indication that an abnormally high number of individuals 
were born in the weeks just before the cutoffs (i.e. in weeks -1 and 0). In-
stead, the number of births during the weeks around the cutoffs evolves 
smoothly. This visual impression is also confirmed by the McCrary density 
test, which delivers an insignificant result.17 
 
 

 

                               
16 Anecdotally, parents do not behave in that way, and if they did, it would be a difficult 
practice since election legislation tends to change over time. Examples of such changes can be 
the time between the elections and the voting age. Thus, it is virtually impossible to predict 
the timing of elections far in the future.  
17 The p-value is 0.473. The null hypothesis is that the discontinuity in the density of the 
running variable at the cutoff is zero. See McCrary (2008) for a detailed description of the 
test.   
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Figure 1. Distribution of the running variable 

Notes: The figure is based on individuals with valid information on the high school grade in 
Social Studies. The sample amounts to 116,713 observations. 

As a next step, I examine whether any of the predetermined variables (see 
Table 3) behave strangely at the cutoff. Figure 2 shows the relationship be-
tween the running variable and the junior high school grade in Social Stud-
ies.18 I choose to highlight this relationship since the junior high school grade 
in Social Studies is a predetermined measure of political knowledge which is 
the main outcome in this paper and thus a key predetermined variable. As 
expected, there is a negative relationship between the grade and the running 
variable, since individuals born late in the year typically have worse educa-
tional outcomes. Individuals who can vote shortly after turning 18 (i.e. with 
non-positive values on the running variable) generally have a higher grade, 
but importantly, the grade evolves smoothly over the cutoff, suggesting that 
individuals near the cutoff are similar with respect to the junior high school 
grade in Social Studies. Similar graphs of all predetermined variables can be 
found in Figure B1 in Appendix B, and they generally paint a similar picture. 

                               
18 The fact that the standardized grade lies around 0.2 is due to the fact that only individuals 
who have graduated from high school are studied here. These individuals generally have good 
pre-high school educational outcomes. 
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Figure 2. Relationship between JHS grade in Social Studies and the running variable 

Notes: The figure is based on individuals with valid information on the high school and junior 
high school grade in Social Studies. The sample amounts to 102,191 observations.  

In Table 4, the predetermined variables are given a more formal treatment 
within a regression framework. All estimates come from the model specified 
in Equation (1) and the full bandwidth is used (i.e. the running variable goes 
from -6 to 7). The estimates are generally small and insignificant and thus 
consistent with the identifying assumption of random assignment to treat-
ment at the thresholds. Importantly, as can be seen in the bottom of Table 4, 
the estimates exhibit joint insignificance, which further strengthens the va-
lidity of the research design. Table B1 in Appendix B shows estimates from 
regressions using alternative specifications of the empirical model (i.e. 
smaller bandwidth and quadratic control for the running variable). The re-
sults from these alternative specifications do not substantially deviate from 
the estimates shown in Table 4, which provides additional evidence of the 
robustness of the empirical strategy.    
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Table 4. RD estimates for the predetermined variables 

Column: (1) (2) (3) (4) (5) (6) 

Outcome: JHS JHS grade Mother Father Mother Father 

 total GPA Social St. highly edu. highly edu. employed employed 
  
Voting right -0.0064 -0.0037 -0.0001 0.0043 -0.0031 -0.0050 
 (0.0095) (0.0117) (0.0052) (0.0055) (0.0041) (0.0037) 
  
Mean of dep. 0.241 0.212 0.166 0.175 0.882 0.901 
Observations 102,191 102,191 115,321 111,904 115,405 112,437 

p-value for the test of joint significance of the estimates:0.32 
Notes: The results are based on individuals with valid information on the high school grade in 
Social Studies and non-missing data on the relevant variable. JHS=Junior High School.   

To make sure there are no confounding elements at the cutoffs because of 
potential seasonal variations, I have also constructed fake cutoffs. These 
cutoffs are constructed to take place either the year before or the year after 
the real cutoffs.19 I then estimate the effect of being on the treatment side of 
these cutoffs on the high school grade in Social Studies (which constitutes 
the main outcome) conditional on the empirical model. As expected, the 
results, which are presented in Table 5, do not include any significant esti-
mates. The estimates are somewhat sensitive to the choice of empirical spec-
ification, but generally the results hover around 0. This is reassuring for the 
research design since it means that any potential true treatment effects 
should be due to the voting right and not to any confounding seasonal fac-
tors.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

                               
19 I have constructed fake birthdate cutoffs in 1969 (real 1970), 1972 (real 1973), 1975 (real 
1976), 1979 (real 1980), 1983 (real 1984), 1986 (real 1985) and 1987 (real 1988). The fake 
cutoffs are set on the same weekday in the same week as the real cutoffs (thus not necessarily 
on the same date).  
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Table 5. RD estimates for the high school grade in Social Studies (fake cutoffs) 

Column: (1) (2) (3) (4) (5) (6) (7) 
Bandwidth: [-6,7] [-5,6] [-4,5] [-3,4] [-6,7] [-6,7] [-6,7] 

        
Voting right -0.0021 0.0025 0.0104 0.0148 0.0260 0.0054 0.0000 

 (0.0133) (0.0142) (0.0143) (0.0155) (0.0252) (0.0117) (0.0112) 

        
Mean of dep.  -0.0096 -0.0083 -0.0090 -0.0083 -0.0096 -0.0096 -0.0096 
Observations 108,518 99,252 83,173 67,180 108,518 108,518 108,518 
        
Linear control Yes Yes Yes Yes Yes Yes Yes 
Election FE Yes Yes Yes Yes Yes Yes Yes 
Quad. control No No No No Yes No No 
Predet. variables No No No No No Yes No 
Day of birth RV No No No No No No Yes 
Weekday FE No No No No No No Yes 
Notes: Standard errors are clustered on week * election level. */**/*** significant at the 
10/5/1 percent level. RV=running variable. 

5.2 Main results 
This section contains results from regression discontinuity analyses of three 
different groups of outcomes all aimed at capturing different aspects of polit-
ical knowledge and/or civic interest. I discuss the high school grade in Social 
Studies, the score on the General Knowledge section of the SweSAT and the 
orientation of tertiary studies in turn.  

A substantial part of the main sample lacks data on the high school grade 
in Social Studies and the score on the General Knowledge section of the 
SweSAT, and to make sure that there is no selection into having a grade or a 
score at the cutoff, I have investigated the effect of the right to vote on indi-
cators for having a grade or a score. These results are presented in Table B2 
in Appendix B. Some of the estimates for the high school grade in Social 
Studies are marginally significantly positive, but this result is not robust to 
reducing the bandwidth or including predetermined variables in the model.   
Overall, the analysis suggests that we cannot reject the null hypothesis of no 
selection into having a grade or a score. Any difference in the actual out-
comes between the individuals on the respective sides of the cutoff should 
therefore be attributed to the voting right and not to different probabilities of 
having a non-missing outcome. 

5.2.1 High school grade in Social Studies 
I start the presentation of the actual results with investigating potential early 
age voting right effects on the high school grade in Social Studies, which 
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constitutes my main measure of political knowledge around age 18.20 Figure 
3 shows the relationship between the high school grade in Social Studies and 
the running variable. Consistent with the picture in Figure 2, we see a nega-
tive relationship between the grade and the running variable. Individuals 
who had the right to vote just after turning 18 have a higher grade than the 
controls on average, but treated individuals who are right at the threshold 
actually have lower grades than the corresponding controls. The negative 
estimate is, however, small (about 1.3% of a standard deviation) and insig-
nificant. Importantly, there is no evidence at all of a positive jump in the 
outcome at the threshold, which goes against the hypothesis of voting right 
induced increases in political knowledge (see Wagner, Johann and Kritz-
inger [2012]). 

 
Figure 3. Relationship between HS grade in Social Studies and the running variable 

Notes: The figure is based on individuals with valid information on the high school grade in 
Social Studies. The sample amounts to 116,713 observations. 

Table 6 (panel A) provides formal estimates of the effect of having the op-
portunity to vote at a relatively young age on the high school grade in Social 
Studies, conditional on seven different empirical specifications where speci-
fication (1) corresponds to the difference at the cutoff in Figure 3. In col-

                               
20 For those who graduated in 1996 at the latest, the measure is based on the grade in the 
subject Social Studies. For those who graduated in 1997–2010, the measure is based on the 
grade in the course Social Studies A. 
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umns (2–4), the bandwidth is gradually reduced, which leads to a lower es-
timate in absolute terms. It actually becomes positive in column (4), where I 
only use four data points on each side of the cutoff. In column (5), I intro-
duce quadratic controls for the running variable which also gets the estimate 
closer to zero compared to specification (1). In column (6), I include the 
predetermined variables which increase the precision but only marginally 
affect the estimate relative to specification (1). In column (7), I use exact 
date of birth as the running variable instead of the week variable and control 
for potential differences between the days of the week by including weekday 
fixed effects. The estimate is virtually the same as in specification (1). Since 
the estimates from these different specifications are generally on the nega-
tive side and never substantially positive, they suggest that there is no posi-
tive voting right effect on political knowledge around age 18. 

The table also includes alternative measures of the grade in Social Studies 
(see Section 2.3.3 for a discussion of the timing problem of the grade). In 
panel B, I focus on the early period (i.e. individuals born in 1970, 1973 or 
1976) when the individuals were given a final grade in the subject Social 
Studies. In panels C and D, I focus on the late period (i.e. individuals born in 
1980, 1984, 1985 or 1988) when the students could take advanced courses in 
Social Studies. These courses (i.e. Social Studies B and C) were taken at the 
end of high school and are thus measured at a good time relative to the vot-
ing opportunity.      

Panel B gives a similar picture to panel A, but the estimates are generally 
more negative and in fact never on the positive side. The effect is of a mag-
nitude of about 2% of a standard deviation and it is quite robust to changes 
in the empirical model. Again, there is absolutely no support for a positive 
voting right effect. Panels C and D report similar results with the estimates 
firmly on the negative side. The estimates in column (5), the model with 
predetermined variables included, are actually significantly negative. But it 
should be noted that relatively few students take these courses, which leaves 
us with substantial uncertainty.  

The overall message to take away from Table 6 is that we generally find 
negative but insignificant effects from the right to vote on political 
knowledge. This suggests that positive effects of practically relevant magni-
tudes can be ruled out. 
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Table 6. RD estimates for the high school grade in Social Studies  

Column: (1) (2) (3) (4) (5) (6) (7) 

Bandwidth: [-6,7] [-5,6] [-4,5] [-3,4] [-6,7] [-6,7] [-6,7] 

  
Panel A: High school grade in Social Studies, whole period
Voting right -0.0131 -0.0094 -0.0058 0.0036 0.0010 -0.0095 -0.0141 

 (0.0113) (0.0121) (0.0127) (0.0141) (0.0164) (0.0083) (0.0114) 
        

Mean of dep.  -0.0147 -0.0153 -0.0167 -0.0149 -0.0147 -0.0147 -0.0147 
Observations 116,713 101,955 85,668 69,140 116,713 116,713 116,713 

        
Panel B: High school grade in Social Studies, early period
Voting right -0.0155 -0.0110 -0.0281 -0.0224 -0.0276 -0.0124 -0.0178 

 (0.0181) (0.0199) (0.0221) (0.0228) (0.0272) (0.0156) (0.0178) 
        

Mean of dep.  -0.0310 -0.0330 -0.0339 -0.0303 -0.0310 -0.0310 -0.0310 
Observations 44,968 39,222 32,986 26,511 44,968 44,968 44,968 
        
Panel C: High school grade in Social Studies B 
Voting right -0.0437* -0.0456 -0.0198 -0.0485 -0.0279 -0.0636*** -0.0416 

 (0.0260) (0.0287) (0.0316) (0.0303) (0.0389) (0.0201) (0.0338) 
        

Mean of dep.  0.0105 0.0118 0.0150 0.0101 0.0105 0.0105 0.0105 
Observations 12,638 11,060 9,308 7,598 12,638 12,638 12,638 

        
Panel D: High school grade in Social Studies C 
Voting right -0.0752 -0.0738 -0.0466 -0.0715 -0.0558 -0.0786** -0.0746 

 (0.0486) (0.0517) (0.0565) (0.0600) (0.0793) (0.0363) (0.0469) 
        

Mean of dep.  0.0160 0.0149 0.0183 0.00978 0.0160 0.0160 0.0160 
Observations 6,440 5,636 4,740 3,877 6,440 6,440 6,440 
  
Linear control Yes Yes Yes Yes Yes Yes Yes 
Election FE Yes Yes Yes Yes Yes Yes Yes 
Quad. control No No No No Yes No No 
Predet. variabl. No No No No No Yes No 
Day of birth RV No No No No No No Yes 
Weekday FE No No No No No No Yes 

Notes: Standard errors are clustered on week * election level. */**/*** significant at the 
10/5/1 percent level. RV=running variable. 

5.2.2 Score on the General Knowledge section of the SweSAT 
The score on the General Knowledge section of the SweSAT offers the pos-
sibility of capturing the studied individuals’ levels of factual knowledge 
about society. In that respect, the SweSAT General Knowledge score resem-
bles the definition of political knowledge given by Delli Carpini and Keeter 
(1996) (see Section 2.2), but it has a wider scope with questions that, besides 
politics, encompass e.g. news, culture and sports. Stage (1985) estimates that 
about 15% of the questions in the test are related to political knowledge. The 
General Knowledge section of the SweSAT was removed after 1995 and 
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subsequently, only the three early elections (i.e. the elections in 1988, 1991 
and 1994) can be used to study this outcome.21  

In Table 7, I provide estimates of the effect of having the opportunity to 
vote shortly after turning 18, relative to 21, on the SweSAT score in General 
Knowledge. In column (1), I present the baseline estimate (the same kind of 
estimate as in Figure 3, but this time for the SweSAT score in General 
Knowledge). It is negative and amounts to about 3.5% of a standard devia-
tion. When the bandwidth is reduced (columns [2–4]) the estimates come 
closer to zero relative to the baseline estimate. And when quadratic controls 
for the running variable are introduced in column (5), we obtain a positive 
estimate of about 3% of a standard deviation. Including predetermined vari-
ables (column [6]) makes the estimate more negative relative to specification 
(1), while using date of birth as the running variable (column [7]) just barely 
affects the estimate. 

The estimates are generally on the negative side, but the results are clearly 
sensitive to the choice of empirical model. The conclusion can therefore not 
be that there is a robust negative effect, but rather that it is unlikely that there 
is a positive effect on General Knowledge measured around age 18 from 
having the opportunity to vote just after turning 18.    

Table 7. RD estimates for the SweSAT score (General Knowledge section) 

Column: (1) (2) (3) (4) (5) (6) (7) 
Bandwidth: [-6,7] [-5,6] [-4,5] [-3,4] [-6,7] [-6,7] [-6,7] 

        
Voting right -0.0343 -0.0257 0.0062 0.0077 0.0310 -0.0524*** -0.0297 

 (0.0260) (0.0290) (0.0282) (0.0343) (0.0378) (0.0191) (0.0320) 

        
Mean of dep.  -0.248 -0.245 -0.239 -0.247 -0.248 -0.248 -0.248 
Observations 14,538 12,685 10,657 8,480 14,538 14,538 14,538 

        
Linear control Yes Yes Yes Yes Yes Yes Yes 
Election FE Yes Yes Yes Yes Yes Yes Yes 
Quad. control No No No No Yes No No 
Predet. variables No No No No No Yes No 
Day of birth RV No No No No No No Yes 
Weekday FE No No No No No No Yes 
Notes: Standard errors are clustered on week * election level. */**/*** significant at the 
10/5/1 percent level. RV=running variable. 

5.2.3 Tertiary studies within Social Science 
If political socialization during adolescence leads to an increased inclination 
toward civic engagement later in life, as Hart and Atkins (2011) argue, then 
                               
21 I include tests that were taken during the year the individual turned 18, 19 or 20. Thus, for 
individuals who turned 18 in 1988, I include tests taken in 1988–1990. If the test was taken 
multiple times, I keep the result from the first test. Due to data constraints, I can only include 
tests taken in 1994 and 1995 for individuals who turned 18 in 1994.  
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we would expect early age voters to choose tertiary education programs 
within Social Science to a greater extent than comparable individuals whose 
first chance to vote takes place 2–3 years later (when the choice of tertiary 
education might have already been made). In Table 8, I study two measures 
of Social Science involvement at university.  

The outcome in panel A is an indicator for early registration in a tertiary 
course within the core subjects of Social Science. Early registration is de-
fined as before the year an individual turns 22, and the core subjects are: 
Economics, Political Science, Economic History, Peace and Development 
Studies and Social and Economic Geography. The baseline estimate in col-
umn (1) is slightly negative and it is virtually unaffected by the variations in 
the empirical model to which it is subjected in columns (2–7). In fact, all 
estimates are on the negative side and they are all insignificant. A 95% con-
fidence interval does include positive estimates, but at a magnitude that can 
hardly be seen as practically relevant.  

The outcome in panel B is an indicator for having completed a tertiary 
education of at least three years within Social Science. Due to data con-
straints, Social Science here is more broadly defined than in panel A, and in 
addition to the subjects mentioned above, it also includes subjects like Soci-
ology and Psychology. The education level is measured in 2009 and since it 
is supposed to capture completed education, I only study individuals who 
turned 18 in 1988, 1991, 1994 or 1998. The overall picture is similar to the 
one in panel A, with the estimates consistently on the negative side. Since 
the estimate is more or less the same across all seven specifications, it seems 
unlikely that any reasonable model can generate substantial positive esti-
mates. Therefore, I interpret the collected evidence from this exercise as 
suggesting that adolescents are virtually unaffected with respect to politi-
cal/civic interest by having the opportunity to vote shortly after turning 18. 
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Table 8. RD estimates for tertiary studies within Social Science  

Column: (1) (2) (3) (4) (5) (6) (7) 

Bandwidth: [-6,7] [-5,6] [-4,5] [-3,4] [-6,7] [-6,7] [-6,7] 

 
Panel A: Early registration (before age 22) in Social Science
Voting right -0.0011 -0.0013 -0.0004 -0.0001 -0.0001 -0.0011 -0.0012 

 (0.0012) (0.0013) (0.0014) (0.0016) (0.0019) (0.0012) (0.0014) 
        

Mean of dep.  0.0170 0.0170 0.0171 0.0170 0.0170 0.0170 0.0170 
Observations 145,995 127,447 106,948 86,203 145,995 145,995 145,995 

        
Panel B: Tertiary education of at least 3 years within Social Science
Voting right -0.0028 -0.0021 -0.0017 -0.0019 -0.0014 -0.0029 -0.0031* 

 (0.0019) (0.0021) (0.0023) (0.0027) (0.0033) (0.0019) (0.0017) 
        

Mean of dep.  0.0210 0.0208 0.0206 0.0204 0.0210 0.0210 0.0210 
Observations 92,896 81,097 68,053 54,786 92,896 92,896 92,896 
        
Linear control Yes Yes Yes Yes Yes Yes Yes 
Election FE Yes Yes Yes Yes Yes Yes Yes 
Quad. control No No No No Yes No No 
Predet. variabl. No No No No No Yes No 
Day of birth RV No No No No No No Yes 
Weekday FE No No No No No No Yes 

Notes: Standard errors are clustered on week * election level. */**/*** significant at the 
10/5/1 percent level. RV=running variable 

5.3 Heterogeneity analyses 
Some individuals might be more affected by having the right to vote shortly 
after turning 18 than others. Experiences from Swedish elections clearly 
show that females have higher turnout rates than males among young voters. 
Another robust finding is that individuals with highly educated parents have 
higher turnout rates than individuals with parents with low levels of educa-
tion.22 Individuals with highly educated parents are probably also more likely 
to be informed about their voting right in the election at an early stage. 
Based on these observations, I perform a number of exercises separately for 
males and females and for individuals whose parents have high and low lev-
els of education, respectively.23 If anything there should be a higher probabil-
ity of detecting positive voting right effects among women and among indi-
viduals with highly educated parents, since they are more likely to be affect-
ed by having the right to vote. 

                               
22 See Sveriges Kommuner och Landsting (2009). The report is in Swedish and is written by 
the Swedish Association of Local Authorities and Regions.  
23 Individuals who have at least one parent with at least three years of tertiary education are 
defined as having highly educated parents. 
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I present the main results in Table 9 and robustness checks in Tables B3–
B4 in Appendix B. For simplicity and ease of presentation, I restrict the 
analysis to two outcome variables: high school grade in Social Studies (panel 
A of Table 9 and Table B3) and SweSAT score on General Knowledge 
(panel B of Table 9 and Table B4). These two measures are most closely 
connected to the concept of political knowledge. 

With respect to the high school grade in Social Studies (panel A of Table 
9), the point estimates are negative for all groups and actually more negative 
for women and individuals with highly educated parents. Changing the em-
pirical specification (e.g. reducing the bandwidth and including quadratic 
controls for the running variable) does not affect the estimates for women 
and individuals with highly educated parents (see Table B3). Thus, it is pos-
sible to rule out the existence of positive effects for these groups. For males 
and individuals without highly educated parents, the results are, however, 
more sensitive to the empirical model. Models with small bandwidths and 
with quadratic controls for the running variable generate positive estimates, 
which makes the conclusion less clear for these groups. But an average over 
the seven specifications suggests a zero effect. 

The results for the SweSAT score on General Knowledge are more in line 
with the hypothesis considering that females have the least negative estimate 
(and several estimates for females in Table B4 are actually significantly 
positive). On the other hand, individuals with highly educated parents exhib-
it strongly negative estimates, which is hard to reconcile with the hypothesis. 
It should be noted that these estimates suffer from bad precision because of 
small sample sizes, which suggests that the results should be interpreted with 
caution. But at the very least, I think we can rule out the existence of positive 
effects for males and individuals with highly educated parents. The picture is 
less clear for females and individuals without highly educated parents, but it 
should be noted that specification (6) in Table B4, which arguably has the 
strongest identification because of the inclusion of predetermined variables, 
reports negative estimates.   

In summary, no single group stands out as being particularly influenced 
by having the right to vote.   
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Table 9. Heterogeneity analyses (gender and family background)  

Column: (1) (2) (3) (4) 

Bandwidth: [-6,7] [-6,7] [-6,7] [-6,7] 

Group: Males Females HE parents Not HE parents 
     
Panel A: High school grade in Social Studies
Voting right -0.0090 -0.0168 -0.0168 -0.0114 

 (0.0158) (0.0141) (0.0188) (0.0113) 
     

Mean of dep.  -0.143 0.0987 0.366 -0.143 
Observations 54,735 61,978 29,365 87,348 
     
Panel B: SweSAT score on General Knowledge 
Voting right -0.0711 -0.0052 -0.0571 -0.0162 

 (0.0477) (0.0294) (0.0372) (0.0329) 
     

Mean of dep.  -0.0159 -0.432 -0.0409 -0.371 
Observations 6,435 8,103 5,432 9,106 

     
Linear control Yes Yes Yes Yes 
Election FE Yes Yes Yes Yes 
Quad. control No No No No 
Predet. variabl. No No No No 
Day of birth RV No No No No 
Weekday FE No No No No 

Notes: Standard errors are clustered on week * election level. */**/*** significant at the 
10/5/1 percent level. HE=highly educated. 

6 Conclusion 
The typical voting age around the world is 18. However, during the last ten 
years, the appropriateness of this traditional voting age has been challenged. 
In 2007, Austria lowered the voting age to 16, and 16 and 17-year-olds were 
also allowed to vote in the Scottish independence referendum in 2014. These 
events were the results of and have contributed to a discussion of the ad-
vantages and disadvantages of lowering the voting age to 16. Proponents of a 
lower voting age have emphasized that 16 and 17-year-olds might very well 
respond by becoming more politically knowledgeable (see Wagner, Johann 
and Kritzinger [2012]) and interested (see Zeglovits and Zandonella [2013]) 
if they are allowed to vote. It has also been suggested that early age voting 
leads to deeper civic commitment in adulthood. This claim has appeared in 
both popular (see Brooks [2014] for the comments by Alex Salmond) and 
scientific contexts (see Hart and Atkins [2011]). If true, these arguments 
build a strong case for lowering the voting age to 16. However, given the 
current evidence, it is hard to validate these claims since they have not been 
analyzed in a controlled causal framework.  
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Therefore, in this paper I have used rich nation-wide Swedish register da-
ta to contribute with this kind of evidence. Swedish voting laws state that 
citizens are eligible to vote if they turn 18 on the day of the election at the 
latest. Utilizing the fact that the Swedish register data gives me access to the 
exact date of birth of all individuals born in Sweden from 1969 and onward, 
I can employ a regression discontinuity (RD) strategy to estimate the causal 
effect of having the first voting opportunity at 18 compared with having the 
first opportunity, on average, three years later, on measures of political 
knowledge, political interest and civic interest around age 18. As expected, 
there is no evidence of manipulation of the running variable at the thresholds 
that I use in the paper and therefore I cannot reject the null of random as-
signment to early voting opportunity at the voting eligibility birthdate cut-
offs. Thus, I am able to causally identify the effects of a substantial reduction 
of the voting age, albeit on a somewhat higher general age level (i.e. 21 to 18 
instead of 18 to 16), on political knowledge, political interest and civic inter-
est in early adulthood. 

Political knowledge and interest is mainly measured using the high school 
grade in Social Studies, but the score on the General Knowledge section in 
the SweSAT is also used as an alternative measure which captures a combi-
nation of political and civic interest and knowledge. Civic interest is also 
measured by examining the orientation of tertiary studies (i.e. are the indi-
viduals involved in Social Science studies?). 

To the extent that my measures can be said to capture political 
knowledge, political interest and civic interest around and shortly after age 
18, the collected evidence from the RD analyses show that individuals who 
had their first voting opportunity in a first-order election shortly after turning 
18 do not exhibit higher levels of the aforementioned outcomes than compa-
rable individuals whose first voting opportunity in a major election took 
place, on average, three years later. This finding strongly indicates that the 
putative benefits of a lower voting age, in terms of increased political and 
civic interest, are false or at least severely exaggerated. Thus, this argument 
should be used with extreme caution in the voting age debate. However, it is 
of course possible that school curricula would change if the voting age were 
16 and that political science material would be introduced at an earlier age. 
In that case, 16-year-olds would probably become more politically knowl-
edgeable following a decrease in the voting age, but that would be the result 
of changed teaching rather than a change in the motivation to learn more 
about politics among 16-year-olds.     

Finally, even if the conclusion in this study rejects one of the key argu-
ments for lowering the voting age, it does not imply that it is necessarily 
wrong to lower the voting age to 16. Rather, it suggests that 16-year-olds 
will not rise to the occasion and become more politically knowledgeable just 
because they are given the right to vote. There might still be a case for a 
voting age of 16, or even lower, on the basis of general human rights consid-
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erations as Wagner, Johann and Kritzinger (2012) suggest, and this discus-
sion would surely benefit from further scientific contributions of an empiri-
cal as well as a theoretical nature. 
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Appendix A: Additional information on measures 

Table A1 Course objective for Social Studies A (Samhällskunskap A)  

The students should: 

1. Have knowledge about the evolution and function of democracy and be able to apply 

democratic working methods (ha kunskap om demokratins framväxt och funktion samt 

kunna tillämpa ett demokratiskt arbetssätt) 

 

2. Be able to understand how political, economic, geographical and social conditions have 

shaped and continue to shape our own society as well as the international community (kunna 

förstå hur politiska, ekonomiska, geografiska och sociala förhållanden har format och stän-

digt påverkar såväl vårt eget samhälle som det internationella samhället) 

 

3. Have knowledge about the function of the political system at the local, regional and na-

tional levels as well as in the EU  (ha kunskaper om det politiska systemets funktion på 

lokal, regional, nationell och EU-nivå) 

 

4. Be able to understand how one can influence political decisions at the local, regional and 

national levels as well as in the EU and internationally (kunna förstå hur man kan påverka 

politiska beslut på lokal, regional och nationell nivå, inom EU samt internationellt) 

 

5. Be able to formulate, understand and reflect upon social issues using historical as well as 

future perspectives (kunna formulera, förstå och reflektera över samhällsfrågor ur såväl 

historiska som framtida perspektiv) 

 

6. Be able to apply ethical and environmental perspectives on different social issues (kunna 

lägga etiska och miljömässiga perspektiv på olika samhällsfrågor) 

 

7. Be able to use different sources of knowledge and methods when working with social 

issues (kunna använda olika kunskapskällor och metoder vid arbetet med samhällsfrågor) 

 
8. Understand how opinions and attitudes come about and be aware of how values and 
stances are formed (känna till hur åsikter och attityder uppstår samt vara medveten om hur 
värderingar och ställningstaganden formas)
Notes: This information comes from The Swedish National Agency for Education (2015). The 
original Swedish formulations are in parentheses. 
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Appendix B: Additional results 

 
Figure B1. The relationship between the predetermined variables and the running 
variable 

Notes: The figures are based on individuals with valid information on the high school grade in 
Social Studies and non-missing data on the relevant variable. 
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Table B1. RD estimates for the predetermined variables  

Column: (1) (2) (3) (4) (5) (6) 
Outcome: JHS JHS grade Mother  Father  Mother Father 

 Overall in Social highly highly employed employed 
 GPA Studies educated educated   
       

Panel A. Linear control, full sample [-6,7]
Voting right -0.0064 -0.0037 -0.0001 0.0043 -0.0031 -0.0050 

 (0.0095) (0.0117) (0.0052) (0.0055) (0.0041) (0.0037) 
       

Mean of dep.  0.241 0.212 0.166 0.175 0.882 0.901 
Observations 102,191 102,191 115,321 111,904 115,405 112,437 

p-value for the test of joint significance of the estimates: 0.32
Panel B. Linear control, reduced sample [-5,6]
Voting right -0.0112 -0.0080 -0.0005 0.0043 -0.0033 -0.0051 

 (0.0101) (0.0126) (0.0058) (0.0060) (0.0044) (0.0039) 
       

Mean of dep. 0.240 0.212 0.166 0.174 0.882 0.901 
Observations 89,227 89,227 100,736 97,757 100,811 98,229 

p-value for the test of joint significance of the estimates: 0.23
Panel C. Linear control, reduced sample [-4,5]
Voting right -0.0086 -0.0097 -0.0037 0.0041 -0.0046 -0.0026 

 (0.0112) (0.0135) (0.0064) (0.0068) (0.0048) (0.0041) 
       

Mean of dep.  0.239 0.210 0.166 0.174 0.883 0.901 
Observations 74,958 74,958 84,636 82,146 84,701 82,554 

p-value for the test of joint significance of the estimates: 0.54
Panel D. Linear control, reduced sample [-3,4]
Voting right -0.0038 -0.0072 -0.0087 0.0032 -0.0047 -0.0059 

 (0.0109) (0.0143) (0.0070) (0.0076) (0.0056) (0.0044) 
       

Mean of dep. 0.240 0.211 0.166 0.174 0.883 0.901 
Observations 60,453 60,453 68,307 66,259 68,364 66,589 

p-value for the test of joint significance of the estimates: 0.36
Panel E. Quadratic control, full sample [-6,7]
Voting right -0.0102 -0.0138 -0.0096 0.0012 -0.0040 -0.0024 

 (0.0144) (0.0190) (0.0091) (0.0094) (0.0068) (0.0051) 
       

Mean of dep.  0.241 0.212 0.166 0.175 0.882 0.901 
Observations 102,191 102,191 115,321 111,904 115,405 112,437 

p-value for the test of joint significance of the estimates: 0.79 
Notes: The results are based on individuals with valid information on the high school grade in 
Social Studies and non-missing data on the relevant variable. JHS=Junior High School. 
Standard errors are clustered on week * election level. */**/*** significant at the 10/5/1 
percent level. 
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Table B2. Is there a selection into having a grade or a test result?  

Column: (1) (2) (3) (4) (5) (6) (7) 

Bandwidth: [-6,7] [-5,6] [-4,5] [-3,4] [-6,7] [-6,7] [-6,7] 

 
Panel A: Indicator for having a high school grade in Social Studies
Voting right 0.0065* 0.0082* 0.0096** 0.0056 0.0103 0.0057 0.0073 

 (0.0039) (0.0042) (0.0045) (0.0054) (0.0064) (0.0035) (0.0045) 
        

Mean of dep.  0.677 0.677 0.678 0.678 0.677 0.677 0.677 
Observations 172,283 150,566 126,383 101,923 172,283 172,283 172,283 

        
Panel B: Indicator for having a SweSAT result 
Voting right -0.0016 -0.0008 -0.0050 -0.0015 0.0017 -0.0019 -0.0014 

 (0.0063) (0.0066) (0.0077) (0.0081) (0.0092) (0.0045) (0.0051) 
        

Mean of dep.  0.195 0.195 0.195 0.193 0.195 0.195 0.195 
Observations 74,527 65,103 54,640 43,908 74,527 74,527 74,527 
        
Linear control Yes Yes Yes Yes Yes Yes Yes 
Election FE Yes Yes Yes Yes Yes Yes Yes 
Quad. control No No No No Yes No No 
Predet. variabl. No No No No No Yes No 
Day of birth RV No No No No No No Yes 
Weekday FE No No No No No No Yes 

Notes: Standard errors are clustered on week * election level. */**/*** significant at the 
10/5/1 percent level. RV=running variable. 
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Table B3. Heterogeneity: high school grade in Social Studies  

Column: (1) (2) (3) (4) (5) (6) (7) 

Bandwidth: [-6,7] [-5,6] [-4,5] [-3,4] [-6,7] [-6,7] [-6,7] 

  
Panel A: Males 
Voting right -0.0090 0.0009 0.0017 0.0174 0.0228 -0.0003 -0.0090 

 (0.0158) (0.0173) (0.0181) (0.0199) (0.0242) (0.0128) (0.0169) 
        

Mean of dep.  -0.143 -0.142 -0.145 -0.142 -0.143 -0.143 -0.143 
Observations 54,735 47,840 40,308 32,524 54,735 54,735 54,735 

        
Panel B: Females
Voting right -0.0168 -0.0173 -0.0146 -0.0112 -0.0212 -0.0173 -0.0183 

 (0.0141) (0.0147) (0.0162) (0.0184) (0.0206) (0.0122) (0.0153) 
        

Mean of dep.  0.0987 0.0972 0.0972 0.0981 0.0987 0.0987 0.0987 
Observations 61,978 54,115 45,360 36,616 61,978 61,978 61,978 
        
Panel C: Individuals with at least one highly educated parent
Voting right -0.0168 -0.0189 -0.0060 -0.0188 -0.0135 -0.0251 -0.0148 

 (0.0188) (0.0202) (0.0223) (0.0269) (0.0316) (0.0157) (0.0226) 
        

Mean of dep.  0.366 0.368 0.363 0.366 0.366 0.366 0.366 
Observations 29,365 25,630 21,528 17,366 29,365 29,365 29,365 

        
Panel D: Individuals with no highly educated parent
Voting right -0.0114 -0.0058 -0.0044 0.0145 0.0098 -0.0055 -0.0131 

 (0.0113) (0.0118) (0.0121) (0.0139) (0.0160) (0.0094) (0.0121) 
        

Mean of dep.  -0.143 -0.144 -0.144 -0.143 -0.143 -0.143 -0.143 
Observations 87,348 76,325 64,140 51,774 87,348 87,348 87,348 
  
Linear control Yes Yes Yes Yes Yes Yes Yes 
Election FE Yes Yes Yes Yes Yes Yes Yes 
Quad. control No No No No Yes No No 
Predet. variabl. No No No No No Yes No 
Day of birth RV No No No No No No Yes 
Weekday FE No No No No No No Yes 

Notes: Standard errors are clustered on week * election level. */**/*** significant at the 
10/5/1 percent level. RV=running variable. 
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Table B4. Heterogeneity: SweSAT score (General Knowledge) 

Column: (1) (2) (3) (4) (5) (6) (7) 

Bandwidth: [-6,7] [-5,6] [-4,5] [-3,4] [-6,7] [-6,7] [-6,7] 

  
Panel A: Males 
Voting right -0.0711 -0.0676 -0.0404 -0.0277 -0.0041 -0.0761* -0.0705 

 (0.0477) (0.0512) (0.0519) (0.0598) (0.0641) (0.0429) (0.0526) 
        

Mean of dep.  -0.0159 -0.0163 -0.0110 -0.0234 -0.0159 -0.0159 -0.0159 
Observations 6,435 5,637 4,745 3,774 6,435 6,435 6,435 

        
Panel B: Females
Voting right -0.0052 0.0154 0.0588* 0.0604* 0.0919** -0.0274 0.0018 

 (0.0294) (0.0320) (0.0306) (0.0340) (0.0381) (0.0277) (0.0425) 
        

Mean of dep.  -0.432 -0.428 -0.423 -0.426 -0.432 -0.432 -0.432 
Observations 8,103 7,048 5,912 4,706 8,103 8,103 8,103 
        
Panel C: Individuals with at least one highly educated parent
Voting right -0.0571 -0.0439 -0.0135 -0.0856* -0.0197 -0.0805** -0.0431 

 (0.0372) (0.0442) (0.0436) (0.0451) (0.0567) (0.0339) (0.0490) 
        

Mean of dep.  -0.0409 -0.0338 -0.0212 -0.0240 -0.0409 -0.0409 -0.0409 
Observations 5,432 4,727 3,934 3,140 5,432 5,432 5,432 

        
Panel D: Individuals with no highly educated parent
Voting right -0.0162 -0.0119 0.0209 0.0672 0.0634 -0.0353 -0.0167 

 (0.0329) (0.0383) (0.0370) (0.0458) (0.0524) (0.0246) (0.0416) 
        

Mean of dep.  -0.371 -0.371 -0.367 -0.378 -0.371 -0.371 -0.371 
Observations 9,106 7,958 6,723 5,340 9,106 9,106 9,106 
  
Linear control Yes Yes Yes Yes Yes Yes Yes 
Election FE Yes Yes Yes Yes Yes Yes Yes 
Quad. control No No No No Yes No No 
Predet. variabl. No No No No No Yes No 
Day of birth RV No No No No No No Yes 
Weekday FE No No No No No No Yes 

Notes: Standard errors are clustered on week * election level. */**/*** significant at the 
10/5/1 percent level. RV=running variable. 
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Essay 4: The strength of the weakest link: 
Sickness absence, internal substitution and 
worker-firm matching 
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1 Introduction 
Many countries struggle with high sickness absence rates and large associat-
ed costs for firms.1 Yet little is known about how sickness absence affects 
key labor market outcomes, such as access to jobs, worker mobility and ca-
reer trajectories. In addition, we know next to nothing about which strategies 
firms use to minimize the costs of employee absence. 

This paper examines the idea that firms’ production losses caused by 
temporary work absence depend on the internal substitutability of workers. 
Thus, firms should have incentives to keep absence low in jobs with few 
substitutes. Using Swedish administrative matched employer-employee data 
linked to information about individual sickness absence for almost 6 million 
worker-year observations, we document a robust positive relationship be-
tween employee absence and the number of internal substitutes defined by 
detailed occupations. The difference in the absence probability between 
more and less substitutable employees is substantial, even conditioning on 
establishment and occupation fixed effects: it is roughly equal to the average 
difference in work absence between young labor market entrants and mid-
dle-aged workers or between workers with and without children.2 This pat-
tern holds whether we look at employees’ own sickness absence or absences 
among parents caused by child sickness. Parents in jobs with few internal 
substitutes seem to shift part of their care leave for children to their spouse 
instead. 

We then use several additional analyses to probe the mechanisms behind 
our results. About half of the effect remains after the inclusion of worker 
fixed effects, which indicates that sorting and on-the-job adjustments in ab-
sence behavior are of equal importance for the observed association between 
sickness absence and internal substitutability. Further investigations of the 
selection mechanism show that workers hired for jobs with few internal sub-
stitutes have significantly lower pre-hire sickness absence than other new 
hires. They also display higher turnover rates caused by realized absence. 
Together, these two results highlight that sorting occurs both via the entry 
and exit margin. 

In addition, we find stronger selection effects and weaker separation re-
sponses among hires with a strong pre-hire employment record, previous 

                               
1 It is reported that 131 million working days were lost due to sickness absence in the UK in 
2013 (Office for National Statistics (UK),  2014). Another report from the UK estimates that 
employers pay GBP 9 billion (USD 12 billion) a year in sick pay and associated costs (Black 
and Frost, 2011). In Germany it is reported that employers spend about EUR 25 billion (USD 
28 billion) per year on sick pay. This number is more than 1 percent of the total GDP in Ger-
many (German Federal Statistical Office, 2011).  Numbers for Sweden suggest that employers 
spent SEK 21 billion (USD 2.6 billion) on sick pay and associated costs in 2012 (Previa, 
2013). 
2 The reported difference reflects the differential absence rate between employees with no 
internal substitutes and employees with more than five substitutes. 
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employment at another site in the same firm or a coworker connection to an 
incumbent employee. We interpret this as suggestive evidence that sorting is 
more pronounced when there is more information about the workers’ ab-
sence-types ex ante, and that learning about match quality is an important 
determinant of turnover rates. 

This paper contributes to several strands of the current literature. The idea 
that firms try to find the right employees for the right jobs is motivated by 
the notion that worker and firm heterogeneity can lead to match-specific 
gains in productivity.3 But despite the theoretical foundations for match- 
specificity, there is still little empirical evidence on cross-firm differences in 
hiring and the importance of worker-firm complementarities. One reason is 
that it is inherently difficult to measure, ex ante, how well a worker matches 
a particular job. Thus, researchers have mainly been restricted to infer the 
effects of match quality based on how wages and separations vary with ten-
ure and job mobility (Nagypál [2007]; Lazear and Oyer [2007]).4 

In addition, the discussion about match quality is often focused on com-
plementarities in terms of worker skills (or human capital) and the skill re-
quirements (or technology) of different jobs.5 But it is equally likely to be 
important complementarities between other dimensions of employee attrib-
utes and firm technology that can affect the sorting of workers over jobs and, 
in turn, their subsequent labor market outcomes.6 Our results highlight a 
previously overlooked, but seemingly important, dimension of match quality 
related to complementarities between workers’ absence rates and firms’ pos-
sibilities for internal replacement. 

A few recent papers specifically point to the importance of internal labor 
substitution for worker and firm outcomes. Jäger (2015) shows that internal 
labor markets are important for firms’ replacements of sudden employee 
exits (caused by deaths), suggesting that firms face significant search fric-
tions in the external labor market. Our results complement his findings by 
highlighting the importance of internal substitution for insuring firms against 
temporary production disruptions caused by employee absence. In this sense, 

                               
3 See Sattinger (1975) and Tinbergen (1956) for the original work on the problem of assigning 
heterogeneous workers to heterogeneous jobs. 
4 Two exceptions are Jackson (2013), who shows that teacher-school match effects explain a 
quarter of the variation in teacher quality, and Fredriksson et al. (2015), who show that wages 
and job separations depend on how well workers’ cognitive abilities and personality traits 
match the abilities of the existing workforce. 
5 See, for example, Abowd et al. (2007) on how different components of skills are related to 
firms’ technological inputs; Andersson (2009) on the relationship between firms’ product 
market segment and the demand for worker innovation skills in the software industry or 
Lazear (2009) on firm-level heterogeneity in skill-weights. 
6 For example, Lazear (1998) argues that the match-quality between a worker and a given 
firm depends on the riskiness of workers and firm-level characteristics such as expected time-
horizon and the degree of private information. 
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high-absence workers are weak links in jobs with few internal replacements.7 
Furthermore, Goldin and Katz (forthcoming) argue that the possibilities for 
employee substitution is a key factor behind the wage penalties associated 
with shorter hours, and in turn the gender pay gap.8 The observed link be-
tween low internal substitutability and low probability of being absent to 
care for children is clearly consistent with their argument that the ease with 
which employees can substitute for each other affects individual absence 
costs. 

In addition, employee selection and hiring strategies are still something of 
a black box (Oyer and Schaefer [2011]). Limited evidence suggests that em-
ployers are reluctant to hire applicants with a history of sickness absence, but 
remain uninformative of why (Eriksson, Johansson and Langenskiöld 
[2012]). Our results suggest that firms’ ability to internally substitute for 
absent workers is a key aspect in this process. But we also shed light on the 
role of information in the hiring decision. The fact that job separations re-
spond to realizations of absence indicates that employment relationships are 
formed under uncertainty, as in the seminal model of Jovanovic (1979). 
Consistent with several studies showing that firms rely on signals or infor-
mal search channels in order to screen for the right workers, our findings 
suggest that pre-hire screening serves as a tool for firms to achieve an alloca-
tion of low-absence workers in unique positions.9 

From the worker’s perspective, these results imply that episodes of sick-
ness absence affect the chances of accessing and retaining unique positions, 
which account for a non-trivial share of the labor market. Hence, workers 
have strong incentives to keep absence low in jobs with low internal substi-
tutability, which they do by e.g. shifting the care for children to their part-
ners. 

The remainder of the paper is structured as follows. In Section 2, we de-
scribe the data and clarify crucial definitions. The empirical specification 
and the results are presented in Section 3. Section 4 concludes. 

                               
7 Our findings also relate to the studies documenting a positive association between sickness 
absence rates and firm size in the cross-section, which is consistent with the argument that 
production in small firms should be particularly sensitive to individual sickness absence 
(Barmby and Stephen [2000]), Dionne and Dostie [2007], Ose [2005] and Lindgren [2012]). 
However, it is possible that this relationship also reflects other between-firm differences re-
lated to size. By exploiting variation in the number of substitutes within narrowly defined job 
cells, the present paper provides a more credible assessment of the direct relationship between 
sickness absence and employee substitutability. 
8 Their paper specifically looks at the pharmacist occupation and argues that enhanced substi-
tutability (due to technological change and increased standardization) has decreased the wage 
penalty from shorter hours for women with children, and in turn the gender pay gap relative to 
other professions in the US labor market. 
9 Empirical studies in this literature suggest that employers use observable signals such as 
education (Farber and Gibbons [1996]; Altonji [2005]; Lange [2007]; Schönberg [2007]), 
unemployment status (Eriksson and Rooth [2014]), and referral ability (Hensvik and 
Nordstrom Skans, forthcoming) to form expectations about prospective workers’ productivity. 
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2 Data 
2.1 Definitions and measurements 
We use Swedish register data from 1997 to 2007. These data are drawn from 
registers administered by Statistics Sweden that follow all Swedish workers 
from 1985-2010, with unique person, firm and establishment identifiers. In 
the main analysis we restrict the sample to jobs in the private sector. The 
reason is that the definition of the establishment is more precise in the pri-
vate sector.10 To these data, we add demographics from a population-wide 
dataset and information on occupation codes, which is available from 1997-
2010 for a large sample of private establishments covering almost 50 percent 
of private sector workers.11 

2.1.1 Measuring internal substitutability 
We define employee substitutability as the number of other workers within 
the same combination of establishment and occupation (ISCO-88, 3-digit 
level) in a given year. For example, an administrator at an establishment that 
employs four administrators in total will have three substitutes. In order to 
focus on regular workers, we drop employees in managerial positions. We 
also drop employees at very small establishments (less than three employ-
ees).  

Our definition of employee substitutability is supported by Jäger (2015) 
who shows that when an employee exits (due to death), firms increase their 
demand for the remaining workers in the same occupation, but not in other 
occupations, as the deceased. This clearly indicates that firms regard em-
ployees within the same narrowly defined occupations as closer substitutes 
than employees in other occupations. In most specifications, we let an indi-
cator for having 0–5 substitutes define low internal substitutability, but we 
also show results from more flexible models.  

It is likely that the number of substitutes will be measured with error. 
Specialization within occupations could lead to an overstatement of the true 
level of substitutability. But it is also possible that some coworkers have 
overlapping skills even if they occupy different jobs, in which case we may 
understate the true number of substitutes. We address this issue in the ro-
bustness section using alternative definitions of employee substitutability 
that e.g. takes firm size into account. 

                               
10 In the public sector, all individuals employed by the same municipality are sometimes 
registered as belonging to the same establishment. 
11 We start the observation period in 1997 since this is the first year that we can observe occu-
pations in our data.  The reason for ending already in 2007 is that in some cases, we want to 
follow workers for a 3-year follow-up period. In terms of sampling, a new random sample is 
drawn each year and the establishments are stratified by firm size and industry. Table A3 
shows the distribution of establishments (col.  2) and employees (col.  3) with respect to es-
tablishment size. 
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2.1.2 Measuring sickness absence 
We add sickness absence spells from the Swedish Social Insurance Agency. 
These data include all spells longer than two weeks.12 Sickness absence will 
generally be defined as an indicator for having at least one such spell in a 
given year. But in some specifications we will also consider absence on the 
intensive margin by using the log of sickness benefits as the outcome of 
interest. 

The fact that we cannot observe shorter spells is obviously a limitation of 
the data, and we will therefore complement our analysis with short-term 
work absence due to care leave for sick children as an alternative outcome 
measure. In Sweden, parents with small children (0–10 years old) can be 
absent from work to care for sick children (who are too sick or infectious to 
be in school or in daycare).13 The parent that stays home receives Temporary 
Parental Benefits from the Social Insurance system from day one, meaning 
that these benefits data also pick up short term absence spells.14 

2.1.3. Defining hires, pre-hire and realized absence 
We examine the role of worker sorting in more detail using a dataset consist-
ing of new hires. We define new hires as employees observed in an estab-
lishment in a given year, but not in the same establishment or in the same 
firm in any of the five preceding years. For each hire, we measure their pre-
hire sickness absence as the average incidence of having at least one sick-
ness absence spell (longer than two weeks) per year in the three years prior 
to employment. In order for all new hires to have at least three pre-hire 
years, we restrict the sample to workers with at least 4 years of labor market 
experience.15 We will also examine the probability of job separation when 
the worker absence type is revealed. To this end, we define realized absence 
of new hires as the average sickness absence probability in the hiring year 
and the year after entry. 

2.1.4 Measuring uncertainty 
Part of our empirical analysis aims to contrast realized matches between 
workers and firms where the hiring decision was based on more or less in-

                               
12 The data include all spells for which the individual was entitled to sickness benefits from 
the social insurance system. Since spells shorter than two weeks are paid by employers, these 
are not available in our data. 
13 90 percent of all parents in Sweden have their children between 3-6 years of age in subsi-
dized child care (Mörk et al. [2013]). 
14 Parents may claim benefit compensation for up to 120 days per year. The replacement rate 
is 80 percent of lost earnings up to a monthly wage ceiling of SEK 37,000. The benefit com-
pensation data contain information on the total amount of child sick benefits received each 
year, from which we construct an indicator for having at least one child sick spell in a given 
year. 
15 In other words, labor market entrants who graduated from their highest education less than 
four years ago are excluded. 
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formation about worker absence type. To this end, we use three different 
proxies for the amount of information about the employees in the matching 
stage: 

I Pre-hire employment: an indicator for whether the new em-
ployee was employed in t-3, t-2 and t-1. 

II Firm connection: an indicator for whether the new employee 
was employed in the same firm but in another establishment 
sometime between t-5 and t-1. 

III Coworker connection: an indicator for whether the new em-
ployee was ever employed in the same establishment (at an-
other firm) as at least one of the incumbent employees of the 
hiring establishment.16 

These information proxies are all based on the notion that the employment 
history of a worker provides information about his or her future absence 
behavior. Hence, when new hires fulfill one of the three criteria above, we 
assume that the hiring decision was based on a more precise signal about the 
prospective hire’s absence type. 

Although it is clear that these measures are far from perfect, several stud-
ies support our choice of information proxies. Work by Eriksson and Rooth 
(2014) shows that employers are reluctant to hire people from non-
employment, which indicates that non-employment is associated with some 
degree of uncertainty about worker type.  Thus, we find it reasonable to ex-
pect that there is more information available about workers with a strong 
attachment to the labor market.17 Schönberg (2007) further shows that hard-
to-observe characteristics of college graduates are more easily assessed by 
the current firms than by outside firms.  Under this assumption, we expect 
that matches involving workers with an earlier connection to the recruiting 
firm are based on better information about the worker absence type. 

Finally, there is recent evidence that incumbent employees can provide 
valuable information about the productivity of prospective hires with whom 
they have worked in the past (Dustmann et al. [2015] and Hensvik and Nord-
ström Skans, forthcoming). Based on these findings, we assume that firms 

                               
16 We construct dyads for each hire-incumbent combination (i.e.  if a new worker comes to an 
establishment with  10 incumbent  workers we create 10 dyads).  For each dyad we add in-
formation on the full history of employers for both agents back to 1985. A coworker connec-
tion is defined as having overlapping employment spells in the same establishment. 
17 Farber and Gibbons (1996), Altonji  (2005) and Lange (2007) show that employers over-
price formal credentials (and underprice hidden talents) among inexperienced workers, which 
further supports that there is less information about worker type for employees with weaker 
labor market experience. 
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can make better predictions about the absence type of former coworkers to 
their current employees. 

2.2 Descriptive statistics 
Tables A1 and A2 in the Appendix contain descriptive statistics on the sam-
ple of all workers and on the sample of new hires, respectively. There are 6 
million observations in the full sample (Table A1) and 400,000 new hires 
(Table A2). About 20 percent of these occupy jobs with 0-5 substitutes, 
which suggests that positions with low employee substitutability account for 
a significant share of the labor market.18 About 4 percent of the workers have 
truly unique jobs (i.e. 0 substitutes) and about 11 percent of the employees 
have at least one sickness absence spell that is longer than two weeks in a 
given year.19 Consistent with our hypothesis, the incidence of sickness ab-
sence is lower for workers with relatively few substitutes (0–5), but these 
workers differ in other aspects as well; they are, for example, employed in 
smaller establishments and in more skilled professions with higher wages, 
suggesting that they have key positions within the firms.20 Workers in rela-
tively unique positions are also older and more often women, although edu-
cation levels appear similar to other employees. 

The image of the new hires is very much in line with the full sample. Im-
portantly, positions without substitutes are present in all occupational skill 
levels (the note for Table A2 gives the distribution). In contrast to our hy-
pothesis, however, the pre-hire sickness absence rate is higher for workers 
who entered relatively unique positions, while wages are about the same. But 
as noted before, it is important to account for other aspects that differ sys-
tematically between individuals in more/less unique positions before we can 
draw conclusions about the relationship between employee absence and in-
ternal substitutability. 

3 Empirical strategy and findings 
3.1 Empirical specification 
We start by exploring the association between present sickness absence and 
the number of internal substitutes among all private sector workers by esti-
mating Eq. (1) by OLS: 

                               
18 1,050,017 (73,366) out of the 5,863,497 (387,901) workers (hires) have jobs with 0–5 
substitutes. 
19 The figure on sickness absence is confirmed by estimates from Statistics Sweden (Statistics 
Sweden, 2007). 
20 The summary statistics show the distribution of workers/hires across a broader set of occu-
pations (1-digit level). When defining the number of substitutes we use more detailed occupa-
tion codes (3-digit level). 
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௧ܣ = ߛ ܵ௧ + ߙ + ߙ + ௧ߠ + ߚ ܺ௧ + ௧ܼߜ +  ௧  (1)ߝ

where the outcome ܣ௧ is the incidence of sickness absence for worker i in 
establishment e and occupation o in year t. ܵ௧ measures employee substi-
tutability within each job, defined by the interaction between the establish-
ment and the 3-digit occupation code.21 ߙ and ߙ are establishment and 
occupation fixed effects, respectively. We also include year fixed effects, ߠ௧, 
to account for e.g. business cycle swings potentially correlated with firms’ 
organization of work and individual sickness absence. The worker character-
istics ܺ௧ consist of gender, age, education, country of origin and an indicator 
for having children under the age of three.22 Finally we include establishment 
size ܼ௧. ߝ௧ is the error term. 

The parameter of interest is ߛ, which aims to capture the relationship be-
tween the number of internal substitutes and work absence.23 It should be 
noted that the model is fairly rich as it accounts for unobserved characteris-
tics of both occupations and establishments that could generate a spurious 
correlation between employee substitutability and absence. 

We also want to disentangle to which extent ߛ captures behavioral re-
sponses and/or employee selection on the entry and exit margin. As a first 
step, we therefore add worker fixed effects to Eq. (1), which means that we 
account for the selection of workers over jobs with few/many substitutes. 
Second, we estimate Eq. (1) separately for new hires and replace the out-
come with an indicator for the pre-hire sickness absence, defined as the av-
erage incidence of having at least one sick leave spell longer than two weeks 
per year in the three years prior to entry. Since pre-hire sickness absence is 
potentially correlated with past employment, we also control for the em-
ployment probability in the same time period. Finally, we examine the sepa-
ration response to realized sickness absence among new hires by estimating 
the following equation: ܵ݁݊݅ݐܽݎܽ௧ାଶ = ௧ܣ̅ߤ + ߙ + ߙ + ௧ߠ + ߚ ܺ௧ + ௧ܼߜ +  ௧ (2)ߝ

where ܵ݁݊݅ݐܽݎܽ௧ାଶ is an indicator for if worker i hired in year t left 
establishment e between year t+1 and t+2, and ̅ܣ௧ is the realized absence 
of entrant i measured as the averaged incidence of absence over the entry 
year (year t) and the first year into the employment spell (t+1) (we focus on 

                               
21 In our main specifications, we consider jobs with 0-5 substitutes as jobs with low substitut-
ability. Sometimes we also use models with slightly different specifications, which we then 
state clearly. 
22 We group individuals by their country of origin into the following six categories: Sweden, 
rest of the Nordic countries, rest of Europe, North America, South America, and the rest of 
the world. 
23 The baseline analysis focuses on sickness absence on the extensive margin. As a robustness 
check, we also consider outcomes that capture the intensive margin. 
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entrants that stayed for at least one year in order to be able to observe their 
realized sickness absence). The controls are the same as in Eq. (1) and ߝ௧ 
is the error term. 

The aim of ߤ is to capture the separation response to the realized absence 
behavior among newly hired workers. To examine whether this response de- 
pends on the internal substitutability of employees, we also estimate versions 
where the model in Eq. (2) is fully interacted with the indicator variable for 
low employee substitutability (i.e. with ܵ௧ in Eq. [1]). 

3.2 Baseline results: employee substitutes and absence 
Figure 1 shows the estimates from Eq. (1) when we include dummy varia-
bles for having up to 5 substitutes (employees with more than 5 substitutes 
constitute the reference category). The estimates are all statistically negative 
on the 1-percent level, ranging between 1 and 2 percentage points. Hence, 
workers with few close substitutes have lower absence rates. Interestingly, 
the estimates become smaller in absolute value as the number of employees 
performing the same job increases, which is consistent with the idea that the 
costs of employee absence, in terms of production disruptions, increase as 
the possibilities of internal substitution decrease. 

In the Appendix (Figure A1) we show the same relationship for up to 10 
substitutes (employees with more than 10 substitutes constitute the reference 
category). These results suggest that there is a significant jump in the ab-
sence probability when the number of substitutes increases from 0 to 1. Be-
yond that, there is a fairly linear relationship between employee absence and 
the number of substitutes.24 The magnitudes of the estimates are substantial, 
especially for the coefficients on 0 and 1 substitutes: the difference in sick-
ness absence between jobs with more than 5 substitutes and jobs with 0 sub-
stitutes, conditional on the model, is roughly equivalent to the estimated 
difference in absence rates between workers in their 20s and 40s, or between 
workers with and without small children (0–3 years of age). 

 
 
 
 

                               
24 The difference in absence probability between jobs with ten and more than ten substitutes is 
around 0.5 percentage points. This remaining difference may seem surprising but is probably 
due to the fact that we have measurement error in the possibilities of replacing an absent 
employee which is likely to decrease with the size of the job-cell (in large cells there is a 
greater chance that at least some workers are perfect substitutes for each other). 
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Figure 1. Sickness absence and the number of internal substitutes. 

Notes: The figure shows the estimated coefficients on dummies for 0–5 substitutes in Eq. (1). 
The reference category is employees with more than 5 substitutes and the background controls 
are gender, age, education, birth country, having children aged 0–3 and establishment size.  
The model also includes year, occupational and establishment fixed effects. Standard errors 
are clustered on the establishment level. 

Table 1 shows the point estimates (with and without worker characteristics) 
when we, for simplicity, only use one indicator for low substitutability, de-
fined as having 0–5 substitutes. As before the reference category is employ-
ees with more than 5 substitutes. Overall, these results show a strong nega-
tive correlation between low internal substitutability and work absence. 
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Table 1. Sickness absence and internal substitutability 

Outcome: Sickness absence in t  (1) (2) 

Low substitutability -0.0104*** -0.0131*** 
 (0.0006) (0.0006) 
Number of observations 5,863,497 5,863,497 
Mean of dependent variable 0.109 0.109 
Background controls No Yes 
Year fixed effects Yes Yes 
Occupation fixed effects Yes Yes 
Establishment fixed effects Yes Yes 

Notes: The standard errors are clustered on the establishment level. Low substitutability is 
defined as having 0–5 substitutes (i.e. the reference category is employees with more than 5 
substitutes). The background controls are gender, age, education, birth country, having chil-
dren aged 0-3 and establishment size. *, **, and *** denote statistical significance at the 10-, 
5-, and 1 percent level. 

3.3 Evidence from child sick spells 
A limitation of our data is that we only observe absence spells longer than 
two weeks. To test if our results also extend to shorter absence spells, we 
therefore include an alternative absence measure: Care leave for sick chil-
dren, which also includes short-term work absence.25 65 percent of the par-
ents have at least one absence spell according to our definition, which sug-
gests that this type of absence is a first-order concern for firms that employ 
workers with small children in the household.26 

We restrict this analysis to individuals with at least one child between 0 
and 10 years old (these are the children with whom parents are entitled to be 
at home) and use an indicator for having positive Temporary Parental Bene-
fits in a given year as the outcome. To see if employee substitutability af-
fects the division of care for sick children within the family, we also use the 
corresponding absence measure for the partner as an outcome (the sample is 
then further restricted to individuals with a cohabiting partner). 

Table 2 presents the results from this exercise using the model described 
by Eq. (1). The estimate in column (1) clearly suggests that workers in jobs 
with few substitutes are significantly less likely to be absent due to care 
leave for sick children. Thus, the results are in line with our general findings 
in Table 1, although compared to the baseline they are smaller in magni-
tude.27 Interestingly, the partners of employees with few substitutes are more 

                               
25 The reason is that parents receive benefits from the Social Insurance System from day one. 
26 Following women in Sweden who had their first child in 1994, Boye (2015) shows that the 
average woman is absent from work for 5 days per year and the average man is absent 2.5 
days per year during the first 10 years of the child’s life, with higher absence rates for chil-
dren in daycare ages. 
27 The weaker relationship may reflect that a large share of parents have at least one child 
sickness spell, which is likely to make the extensive margin less relevant. In Table A7, which 
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likely to be home caring for sick children (see column [2]) and the magni-
tude of the estimate is almost equal to the estimate in column (1).28 Thus, 
children of workers with few internal substitutes are no less sick than other 
children; instead, these workers seem to avoid work interruptions by shifting 
work absence to their partners.29 

Table 2. Evidence from child sick spells  

Column: (1) (2) 

Outcome: Absence to care for sick child
 Own absence Partner’s absence 
Low substitutability -0.0115*** 0.0087***
 (0.0017) (0.0018)
Number of observations 1,911,734 1,767,118
Mean of dependent variable 0.654 0.553
Background controls No Yes
Year fixed effects Yes Yes
Occupation fixed effects Yes Yes
Establishment fixed effects Yes Yes 

Notes: The standard errors are clustered on the establishment level. Low substitutability is 
defined as having 0–5 substitutes (i.e. the reference category is employees with more than 5 
substitutes). The background controls are gender, age, education, birth country, having chil-
dren aged 0–3 and establishment size. In column (1) we restrict the sample to individuals with 
at least one child younger than 11 years of age and in column (2) we further restrict the sam-
ple to individuals with cohabiting partners. We further control for the number of children in 
the following categories:  0–3 years, 4–6 years and 7–10 years. *, **, and *** denote statistical 
significance at the 10-, 5-, and 1-percent level. 

3.4 Robustness checks 
3.4.1 Alternative measures of employee substitutability 
Our baseline measure of internal substitutability is the number of employee 
substitutes in the same occupation. But it is quite possible that the substituta-
bility of workers could interact with the size and the organization of the es-
tablishment. We may, for example, overstate the degree of substitutability in 
large establishments if employees are organized in different departments that 
make substitution difficult. At the same time, more coworkers in general 
could imply that employees are more substitutable, as there is a higher like-
lihood that some workers have overlapping skill sets even though they occu-
py different jobs. 

                                                                                                                             
we discuss below we show that the effect on the intensive margin is very similar as for own 
sickness absence. 
28 The estimate in column (1) is almost identical if we use the same sample as in column (2) 
(i.e. employees with cohabitating partners). 
29 As a robustness exercise, we have also looked at the relationship between own substitutabil-
ity and the partner’s own sickness absence. The estimate is close to zero and precisely esti-
mated (-0.0020 [0.0010]). The fact that the partner’s response is concentrated to child leave 
days is reassuring, as these (but not own sick leave days) can be shifted between parents. 
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It is therefore not clear how to (and if we should) adjust the number of 
substitutes to establishment size. As a starting point, column (4) of Table A3 
shows how much of the identifying variation in the variable Low substituta-
bility that comes from establishments of different sizes. The figures are 
based on the squared residuals from a regression of ܵ௧ on the full covari-
ate set in Eq. (1). It is clear that small to medium establishments account for 
a large share of the variation: 41 percent comes from establishments with 3–
49 employees and 40 percent comes from establishments with 50–249 em-
ployees. To test how relevant our results are for establishments of different 
sizes, we therefore re-estimate the baseline model separately for those with 
3–49, 50–249, 250–500 and more than 500 employees.30 The estimates from 
this exercise are plotted in Figure A2. All four estimates are significantly 
negative on the 1 percent level and the magnitudes of the estimates are 
roughly similar to the estimate presented in column (2) of Table 1. Thus, our 
measure of low substitutability is relevant for both small and large estab-
lishments.  

However, for completeness we have also tested two other definitions of 
low substitutability based on the logic that employees are less substitutable 
in larger establishments (for a given number of substitutes). First, we de- 
fine low substitutability as a situation when one of the following criteria is 
fulfilled: (i) no substitutes in establishments with 3–49 employees; (ii) <4 
substitutes in establishments with 50–249 employees; (iii) <7 substitutes in 
establishments with 250–500 employees or (iv) <10 substitutes in establish-
ments with more than 500 employees. The second alternative definition is 
based on the number of substitutes divided by establishment size and defines 
low substitutability as a situation when this share is below 0.03 (which cor-
responds to the tenth percentile). 

These definitions are of course arbitrary, but offer a way of relating the 
notion of substitutability to the overall size of the establishment (columns 
[5–6] of Table A3 show that more of the identifying variation now comes 
from larger establishments). However, when we re-estimate Eq. (1) using 
these two alternatives, we obtain virtually identical estimates as before (see 
Table A4).31 Overall, we conclude that the link between employee substitut-
ability and absence is relevant for establishments of all sizes (rather than 
only relatively small ones) and that our results are robust to different varia-
tions in the definition of low internal substitutability. 

                               
30 The division is based on a classification that Statistics Sweden uses when they collect data 
from firms. 
31 Column (4) also shows the linear relationship between the share of substitutes and absence, 
which suggests that a standard deviation increase in the share of substitutes is associated with 
a 0.8 percentage point higher probability of absence (0.3*2.7). 
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3.4.2 Alternative explanations and specification checks 
The strong association between sickness absence and substitutability natural-
ly raises the relevant question of whether wages differ between more and 
less substitutable jobs. Table A6 in the Appendix suggests that is indeed the 
case. We obtain these estimates by replacing sickness absence as the out-
come in Eq. (1) with the log of the monthly full-time wage.32 The results in 
column (1) suggest that employees with 0–5 substitutes have 1.3 percent 
higher wages on average relative to employees with more than 5 substitutes, 
conditional on establishment and occupation fixed effects.33  

This wage premium could reflect both that unique jobs are more produc-
tive and/or that the employees in unique jobs have more productive (unob- 
served) skills that are correlated with their absence type. In column (2) of 
Table A6, we show the baseline estimate when we, as a robustness check, 
hold the wage constant. Even if it is potentially problematic to control for the 
wage (as the wage is likely to be endogenous to the level of absence), it is 
reassuring to see that this only has a minor impact on the main estimates. 

Column (3) of Table A6 shows the estimate when we add the public sec-
tor employees to our sample. This estimate is somewhat smaller, but still 
significant and of important magnitude, suggesting that the relationship be-
tween the number of internal substitutes and sickness absence holds in the 
full economy. In column (4) of Table A6 we use data on private sector em-
ployees for the years 2005–2007. In these years the occupational code is 
available on a 4-digit level and thus we can test if our main results in Table 
1, which are based on a 3-digit occupational code, are robust to finer defini-
tions of occupations. The estimate is very similar to the one in column (2) of 
Table 1 and confirms the general picture of low sickness absence in jobs 
with few substitutes. 

Finally, in Table A7 we use the log of annual sickness benefits instead of 
an indicator for sickness absence as the outcome, which picks up the length 
and number of absence spells. Conditional on being absent for at least two 
weeks, employees with fewer substitutes have roughly two percent fewer 
absence days (Panel A) and almost four percent fewer care leave days due to 
child sickness (Panel B) compared to employees with more substitutes (the 
received benefits are closely related to the number of leave days). The results 
thus seem qualitatively robust to variations in the way we measure sickness 

                               
32 The wage is the wage the employee had during the sampling week expressed in full-time 
monthly equivalents. The variable includes all fixed wage components, including piece-rate 
and performance pay as well as fringe benefits. Overtime pay or paid leave is, however, not 
included. The monthly wage is adjusted to full-time for part-time workers by Statistics Swe-
den. For blue-collar workers the wage is typically obtained by the hourly pay rate times the 
number of hours that correspond to full-time employment. For white-collar workers it reflects 
the September wage adjusted by the share of part-time work during the same month. 
33 Estimating the same model for new hires we find an identical wage premium. 
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absence and suggest that workers with few substitutes have lower absence 
rates on both the extensive and the intensive margin. 

3.5 Behavior vs. entry and separation responses 
3.5.1 Behavior and entry 
The documented relationship between sickness absence and internal substi-
tutability may both reflect a selection effect (systematic sorting into and out 
of jobs with few substitutes) and a behavioral effect (workers adjusting their 
absence behavior when they have few substitutes). To examine the relevance 
of these two explanations, we exploit variation in the number of substitutes 
for the same worker over time by adding worker fixed effects to the baseline 
specification. The estimate presented in column (2) of Table 3 is roughly 
halved compared to the baseline estimate in column (1) but remains signifi-
cantly negative on the 1 percent level. Hence, workers do adjust their work 
absence depending on the number of internal substitutes.34 Taken together, 
these results suggest that the correlation between internal substitutability and 
sickness absence entails both a selection component and a behavioral com-
ponent that appear to be of similar importance.  

In the third column of Table 3, we replace present sickness absence with 
the pre-hire sickness absence described in Section 2.1 in a sample of new 
hires. Consistent with our earlier results, this estimate clearly suggests that 
workers hired into positions with fewer substitutes are more likely to be low-
absence types. Reassuringly, this estimate (0.4 percentage points) is similar 
to the difference between the estimates with and without worker fixed effects 
in the full sample, which supports the interpretation that workers with few 
absence spells sort into jobs with low substitutability. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

                               
34 This could reflect that employers spend more money on employee wellness for unique 
employees or increase the pressure not to be absent. 
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Table 3. Behavior vs. sorting into jobs  

Column: (1) (2) (3) 

Sample: All workers All workers New hires 
Outcome: Present absence Present absence Pre-hire absence 
Mechanism: Baseline Behavior Selection 
Low substitutability -0.0131*** -0.0058*** -0.0043*** 
 (0.0006) (0.0007) (0.0014) 
Number of observations 5,863,497 5,863,497 387,901 
Mean of dep. variable 0.109 0.109 0.116 
Background controls Yes Yes Yes 
Year fixed effects Yes Yes Yes 
Occupation fixed effects Yes Yes Yes 
Establishment fixed effects Yes Yes Yes 
Worker fixed effects No Yes No 

Notes: The standard errors are clustered on the establishment level in columns (1) and (3) and 
on the worker level in column (2).  Low substitutability is defined as having 0-5 substitutes 
(i.e. the reference category is employees with more than 5 substitutes). The background con-
trols are gender, age, education, birth country, having children aged 0–3 and establishment 
size. In column (3) we also control for the pre-hire employment status of the new hire. *, ***, 
and *** denote statistical significance at the 10-, 5-, and 1-percent level. 

3.5.2 Separations  
So far, we have focused on employee absenteeism and selection into jobs. 
But in Table 4 we complement the analysis by asking how the realized sick-
ness absence among new hires (measured as the average sickness absence 
probability in t and t+1) affects (i) the probability of exiting the employment 
relationship  as well as (ii) the probability of receiving more substitutes with-
in three years after entry. We study the first question by estimating Eq. (2) 
using a sample of new hires that stay in the establishment for at least one 
year (in order to be able to observe realized sickness absence). The outcome 
is an indicator for exiting the establishment between t+1 and t+2 (Panel A).35 
We study the second question using a sample of new hires that are observed 
in the establishment at least until t+3. The outcome is an indicator for having 
more substitutes in t+3 than in t (Panel B). 

The results suggest that higher realized sickness absence is generally as-
sociated with significantly higher turnover rates (Panel A, column [1]), and a 
higher likelihood of receiving more substitutes (Panel B, column [1]).36 This 
relationship is particularly strong for workers employed in jobs with low 

                               
35 As a robustness check we have also used an indicator for not being observed in the estab-
lishment in either t+2 or t+3. This does not substantially change the results. 
36 Interestingly, when we condition on being observed in t+1  and t+2  and use the average 
sickness absence probability  in t+1  and t+2  as an explaining variable for leaving the estab-
lishment in t+3  the estimate in Panel A, column (1), is substantially lower. This is consistent 
with the notion that the marginal effect of exhibiting bad properties (in this case high sickness 
absence), in relation to the job, on job separation probability should decrease with tenure (see 
Kwon [2005] for an interesting contribution on this topic). 
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internal substitutability (columns [2–4]), suggesting that sorting on the basis 
of sickness absence also occurs via the exit margin. 

Table 4. Realized sickness absence and post-hire outcome  

Column: (1) (2) (3) (4) 

 All Unique Not unique Difference 
 jobs jobs  
Outcome: A: Separation in t+2
Realized absence 0.1100*** 0.1284*** 0.1072*** 0.1072*** 
 (0.0037) (0.0097) (0.0040) (0.0040) 
Realized abs. * Low subst. 0.0212** 
 (0.0105) 
Number of observations 336,026 63,624 272,402 336,026 
Mean of dep. variable 0.270 0.280 0.267 0.270 
Outcome: B: More substitutes in t+3
Realized absence 0.0145* 0.0576** 0.0120 0.0120 
 (0.0075) (0.0249) (0.0079) (0.0079) 
Realized abs. * Low subst. 0.0456* 
 (0.0261) 
Number of observations 110,869 18,838 92,031 110,869 
Mean of dep. variable 0.487 0.446 0.496 0.487 
Background controls Yes Yes Yes Yes 
Year fixed effects Yes Yes Yes Yes 
Occupation fixed effects Yes Yes Yes Yes 
Establishment fixed effects Yes Yes Yes Yes 

Notes: In Panel A the sample is restricted to new hires that are observed in the establishment 
in t+1.  Low substitutability is defined as having 0–5 substitutes (i.e. the reference category is 
employees with more than 5 substitutes). In Panel B the sample is restricted to new hires that 
are observed in the establishment in t+1, t+2 and t+3. The standard errors are clustered on the 
establishment level. The background controls are gender, age, education, birth country, hav-
ing children aged 0–3 and establishment size. In column (4) all variables are interacted with 
the variable indicating 0–5 substitutes. *, **, and *** denote statistical significance at the 10-, 
5-, and 1-percent level. 

3.6 The role of information 
The fact that job separations respond to realizations of sickness absence, 
suggests that matches are formed under some remaining uncertainty. In this 
section, we examine the direct role of information for the selection into and 
out of jobs. We use the information proxies described in Section 2 to assess 
the degree of uncertainty in the hiring stage: (i) an indicator for being em-
ployed in t-1 to t-3 (Pre-hire employment), (ii) an indicator for previous em-
ployment in another establishment within the same firm (Firm connection) 
and (iii) an indicator for previous employment in the same establishment as 
an incumbent employee (Coworker connection).37  

                               
37 When we use the previous firm connection as the information proxy we relax the new hire 
definition and include new hires in the workplace with a history within the firm.  
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If employers are reluctant to hire applicants with an observable history of 
sickness absence, we expect that better information should be associated 
with lower pre-hire absence among new hires. This is also what we see in the 
first row of panel A of Table 5: hires have between one and two percentage 
points lower pre-hire absence for two out of the three information measures. 
Importantly, the negative relationship between information availability and 
pre-hire sickness appears about twice as strong in jobs with few substitutes 
as in jobs with many substitutes. Thus, when employers are recruiting for 
positions with few internal substitutes they react even stronger to infor-
mation about worker absence type, which suggests that screening for low 
absence workers seems to be more important when there is low internal sub-
stitutability of workers. 

Panel B shows how job separations induced by realized sickness absence 
are related to the information available in the hiring stage. Intuitively, sepa-
rations should respond more to realized sickness absence if there is less in-
formation about absence type beforehand. For simplicity, we restrict this 
analysis to jobs with few substitutes (≤ 5) and interact realized absence with 
our information proxies. Consistent with the results in Panel A of Table 4, 
there is a strong relationship between realized sickness absence and the 
probability of job separation. However, this relationship is weaker when the 
match was based on more precise information (suggested by the interaction 
terms). Depending on the information proxy, the point estimates are between 
4 and 7 percentage points lower when there was more information, although 
the difference is not statistically significant when we use pre-hire employ-
ment as the information proxy (see column [1]). In sum, these findings sug-
gest that matches formed with less precise information are more likely to be 
affected by revelations of worker absence type. 
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Table 5. The role of information  

Column: (1) (2) (3) 

Information proxy: Pre-hire Firm Coworker 
 employment connection connection 
Outcome: A: Pre-hire sickness absence
Sample: All new hires
Better informed (base) -0.0208*** -0.0093*** -0.0008 
 (0.0015) (0.0011) (0.0010) 
Better inf. * Low subst. -0.0249*** -0.0065*** -0.0045 
 (0.0043) (0.0024) (0.0029) 
Number of observations 387,901 586,994 387,901 
Mean of dep. variable 0.116 0.115 0.116 
Outcome: B: Separation in t+2
Sample New hires with 0–5 substitutes 
Realized absence (base) 0.1575*** 0.1284*** 0.1318*** 
 (0.0390) (0.0097) (0.0113) 
Realized abs. * Better inf. -0.0441 -0.0777*** -0.0481* 
 (0.0404) (0.0157) (0.0273) 
Number of observations 63,624 95,236 63,624 
Mean of dep. variable 0.280 0.276 0.280 
Background controls Yes Yes Yes 
Year fixed effects Yes Yes Yes 
Occupation fixed effects Yes Yes Yes 
Establishment fixed effects Yes Yes Yes 

Notes: The standard errors are clustered on the establishment level. The background controls 
are gender, age, education, birth country, having children aged 0–3, pre-hire employment 
status (not included in column [1] of Panel A or in Panel B) and establishment size. Panel A: 
All variables are interacted with the indicator for low substitutability, defined as having 0–5 
substitutes (i.e. the reference category is employees with more than 5 substitutes). Panel B: 
All variables are interacted with the information proxy. The sample corresponds to the sample 
in column (2) of Panel A in Table 4. In column (2), we relax the new hire definition and 
include new hires with previous employment in another establishment within the same firm, 
which explains why the sample size is larger than in columns (1) and (3). *, **, and *** denote 
statistical significance at the 10-, 5-, and 1-percent level. 

4 Conclusions 
We have documented that workers matched to jobs with few internal substi-
tutes are significantly less absent from work compared with other workers in 
the same narrowly defined occupations. The difference is substantial and 
holds regardless of whether if we look at employees’ own sickness absence 
or absences among parents caused by child sickness. Parents working in jobs 
with lower employee substitutability shift part of their child sickness absence 
spells to their partners. 

About half of the correlation remains when we account for worker fixed 
effects, suggesting that both sorting based on pre-hire absence types and on-
the-job changes in absence behavior are important mechanisms behind the 
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strong association between sickness absence and employee substitutability.  
But sorting also occurs via the exit margin, as job separations respond to 
realizations of absence among new hires, particularly when they have few 
substitutes. 

In addition, we find suggestive evidence that employee selection is more 
pronounced when there was more information about the workers’ absence 
types beforehand. Thus, screening leads to more efficient matching between 
workers of different absence types and jobs with different opportunities for 
internal replacement. Finally, we find that the separation response due to 
realized sickness absence among workers in jobs with few substitutes is neg-
atively related to the amount of information in the hiring stage, suggesting 
that learning about match quality is an important determinant of turnover 
rates, as in Jovanovic (1979). 

Overall, our results highlight the importance of internal labor markets for 
firms to handle the costs of production disruptions caused by work absence. 
For jobs with low internal substitutability, sickness absence is a significant 
determinant in the selection process of new workers. But the difficulties of 
perfectly predicting the absence propensity of new employees leads to mis- 
matches between workers and firms and, in turn, job separations. Our find-
ings thus validate previous theoretical and empirical work on the importance 
of sorting and point at sickness absence as a previously unexplored dimen-
sion of match quality. 

From the worker’s perspective, our findings suggest that episodes of sick-
ness absence affect the chances of accessing and retaining unique positions, 
which account for a significant share of the labor market. Hence, workers 
have strong incentives to keep absence low in jobs with low internal substi-
tutability, which they do by e.g. shifting child care to their partners. In future 
work, it would be valuable to further explore if there is more scope for statis-
tical discrimination against workers with above-average sickness absence 
rates at the group level in unique positions; e.g. women with children or 
workers from the upper part of the age distribution. Further explorations of 
the interplay between job characteristics and the allocation of time within the 
household could also potentially enhance our understanding of the systemat-
ic gender pay differences in modern labor markets. 
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Appendix A: Additional figures and tables 

 
 Figure A1. Sickness absence and the number of internal substitutes.  

Notes: The figure shows the estimated coefficients on dummies for 0–10 substitutes in Eq. 
(1). The reference category is employees with more than 10 substitutes and the background 
controls are gender, age, education, birth country, having children aged 0–3 and establishment 
size. The model also includes year, occupational and establishment fixed effects. Standard 
errors are clustered on the establishment level. 
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Figure A2. Sickness absence and workplace size.  

Notes: The figure shows the results from separate estimations of Eq. (1) by establishment 
size. The independent variable of interest is an indicator for having 0–5 internal substitutes. 
The reference category is employees with more than 5 substitutes. The background controls 
are gender, age, education, birth country, having small children and establishment size. The 
model also includes year fixed effects, occupational fixed effects and establishment fixed 
effects. The standard errors are clustered on the establishment level. 
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Table A1. Descriptive statistics for all employees  

 All 0–5 substitutes >5 substitutes 

Establishment characteristics    

Unique position 0.036 0.204 0.000 
Establishment size 570.9 90.8 675.7 
Demographics    
Age 40.6 42.6 40.2 
Male 0.629 0.495 0.658 
Number of children age 0–17 0.829 0.836 0.828 
Country of origin    
Sweden 0.913 0.939 0.908 
Rest of Nordic countries 0.032 0.026 0.033 
Rest of Europe 0.026 0.018 0.027 
North America 0.001 0.001 0.001 
South America 0.006 0.003 0.007 
Rest of the world 0.022 0.012 0.024 
Education    
Pre high school education (< 9 years) 0.025 0.021 0.026 
Pre high school education ((≥ 9 years) 0.054 0.042 0.057 
High school education max 2 years 0.413 0.386 0.418 
High school education 2–3 years 0.225 0.233 0.223 
Post high school education (< 3 years) 0.143 0.169 0.138 
Post high school education (≥ 3 years) 0.131 0.143 0.128 
Postgraduate education 0.008 0.004 0.008 
Wage and Benefits    
Monthly wage in t (SEK) 23,657 22,824 23,839 
Sickness benefit recipient in t 0.109 0.098 0.111 
Professions    
Professionals 0.165 0.191 0.159 
Technicians  0.245 0.315 0.229 
Clerks 0.124 0.212 0.105 
Service workers and shop sales 0.088 0.093 0.087 
Skilled agricultural and fishery 0.005 0.010 0.004 
Craft and related trades workers 0.116 0.090 0.121 
Plant and machine operators 0.196 0.043 0.230 
Elementary occupations 0.062 0.047 0.065 

Number of observations 5,863,497 1,050,017 4,813,480 

Notes: The sample is based on private sector employees in Sweden in 1997–2007. Managers 
and labor market entrants are excluded. The distribution across occupations is reported at the 
1-digit level of the occupation code. 
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Table A2. Descriptive statistics for new hires   

 All 0–5 substitutes >5 substitutes 

Establishment characteristics    

Unique position 0.039 0.207 0.000 
Establishment size 406.8 77.0 483.7 
Demographics    
Age 35.7 37.4 35.3 
Male 0.599 0.501 0.622 
Number of children age 0–17 0.807 0.890 0.787 
Country of origin:    
Sweden 0.898 0.928 0.891 
Rest of Nordic countries 0.024 0.023 0.025 
Rest of Europe 0.030 0.021 0.032 
North America 0.001 0.001 0.001 
South America 0.010 0.006 0.011 
Rest of the world 0.065 0.041 0.071 
Education    
Pre high school education (< 9 years) 0.008 0.006 0.008 
Pre high school education ((≥ 9 years) 0.089 0.059 0.097 
High school education max 2 years 0.343 0.332 0.346 
High school education 2–3 years 0.270 0.270 0.270 
Post high school education (< 3 years) 0.133 0.158 0.127 
Post high school education (≥ 3 years) 0.150 0.172 0.145 
Postgraduate education 0.006 0.004 0.006 
Wages and Benefits     
Monthly wage in t (SEK) 22,413 22,226 22,457 
Pre-hire sickness benefit recipient 0.116 0.125 0.114 
Professions    
Professionals 0.171 0.186 0.168 
Technicians 0.227 0.293 0.212 
Clerks 0.128 0.207 0.110 
Service workers and shop sales 0.133 0.113 0.137 
Skilled agricultural and fishery 0.006 0.010 0.004 
Craft and related trades workers 0.091 0.082 0.094 
Plant and machine operators 0.165 0.052 0.192 
Elementary occupations 0.079 0.058 0.084 

Number of observations 387,901 73,366 314,535 

Notes: The sample is based on private sector new hires in Sweden in 1997–2007. Managers 
and labor market entrants are excluded. The distribution across occupations is reported at the 
1-digit level of the occupation code. 
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Table A3. Descriptive statistics with respect to establishment size  

(1) (2) (3) (4) (5) (6) 

Establishment Share of Share of Share of Share of Share of 
size establish- employees variation variation variation 

 ments (0–5 subs.) (alt. 1) (alt. 2) 
3–49 0.853 0.290 0.413 0.305 0.267 

50–249 0.124 0.323 0.395 0.401 0.309 
250–499 0.014 0.128 0.097 0.135 0.138 ≥500 0.008 0.259 0.094 0.159 0.286 

Notes: Columns (2) and (3) show the distribution of establishments and employees over estab-
lishment size. In columns (4)–(6) we show the share of the variation in having few employee 
substitutes, conditional on all covariates in Eq. (1) by establishment size. In column (4) we 
use our baseline definition (i.e. the number of coworkers in the same establishment and 3-
digit occupation is 0–5). In column (5) we count workers as having few employee substitutes 
if they (i) have 0 substitutes in a workplace with 3–49 employees or (ii) have less than four 
substitutes in a workplace with 50–249 employees or (iii) have less than seven substitutes in a 
workplace with 250–500 employees or (iv) have less than 10 substitutes in a workplace with 
more than 500 employees. In column (6) we divide the number of substitutes by the total 
number of employees in the establishment and require that quotient to be lower than 0.03 for 
an employee to be regarded as having few substitutes. Both these alternative definitions of 
low internal substitutability generate a situation where more of the identifying variation 
comes from larger establishments. 
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Table A4. Alternative definitions of low internal substitutability  

Column: (1) (2) (3) (4) 

Outcome: Present sickness absence
Definition of low subst. Baseline Alt. def. 1 Alt. definition 2 
Low substitutability -0.0131*** -0.0123 -0.0131***  
 (0.0006) (0.0006) (0.0007)  
Share of substitutes 0.027*** 
 (0.0012) 
Number of observations 5,863,497 5,863,497 5,863,497 5,863,497 
Mean of dep. variable 0.109 0.109 0.109 0.109 
Background controls Yes Yes Yes Yes 
Year fixed effects Yes Yes Yes Yes 
Occupation fixed effects Yes Yes Yes Yes 
Establishment fixed effects Yes Yes Yes Yes 

Notes: The standard errors are clustered on the establishment level. See Table A3 for the 
alternative definitions of low internal substitutability. The background controls are gender, 
age, education, birth country, having small children, and establishment size. *, **, and *** 
denote statistical significance at the 10-, 5-, and 1-percent level. 
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Table A5. Substitutability and wages  

Column: (1) (2) 

Outcome: Log of monthly wage in t
Low substitutability 0.0134*** 0.0109***
 (0.0011) (0.0010)
Number of observations 5,863,497 5,863,497
Mean of dependent variable 10.01 10.01
Background controls No Yes
Year fixed effects Yes Yes
Occupation fixed effects Yes Yes
Establishment fixed effects Yes Yes 

Notes: The standard errors are clustered on the establishment level. The reference category is 
employees with more than 5 substitutes. The background controls are gender, age, education, 
birth country, having small children, pre-hire employment status and establishment size. *, **, 
and *** denote statistical significance at the 10-, 5-, and 1-percent level. 
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Table A6. Robustness checks  

Column: (1) (2) (3) (4) 

Outcome: Present sickness absence
 Baseline With wage Including 4-digit 
 control public occupation 
 sector code 
Low substitutability -0.0131*** -0.0128*** -0.0079*** -0.0112*** 
 (0.0006) (0.0006) (0.0004) (0.0010) 
Number of observations 5,863,497 5,863,497 12,160,539 1,656,960 
Mean of dep. variable 0.109 0.109 0.125 0.105 
Background controls Yes Yes Yes Yes 
Year fixed effects Yes Yes Yes Yes 
Occupation fixed effects Yes Yes Yes Yes 
Establishment fixed effects Yes Yes Yes Yes 

Notes: The standard errors are clustered on the establishment level. The reference category is 
employees with more than 5 substitutes. The background controls are gender, age, education, 
birth country, having small children and establishment size. Column (1) repeats the estimate 
from Table 1, col (2). In column (2) wage is included in the model. In column (3) we include 
public sector employees.  In column (4) we calculate the number of substitutes based on a 4-
digit occupational code which is available for the years 2005–2007.  The occupational fixed 
effects are also based on the 4-digit occupational code. *, **, and *** denote statistical signifi-
cance at the 10-, 5-, and 1-percent level. 
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Table A7. Absence on the extensive and intensive margin  

Column: (1) (2) 

Margin: Extensive Intensive

Outcome: Incidence Log of

 (baseline) benefits
 A. Present sickness absence
Low substitutability -0.0131*** -0.0195**
 (0.0006) (0.0078)
Number of observations 5,863,497 638,409
Mean of dependent variable 0.109 4.822
 B. Own care leave
Low substitutability -0.0115*** -0.0381***
 (0.0017) (0.0038)
Number of observations 1,911,734 1,249,558
Mean of dependent variable 0.654 3.605
 C. Partner’s care leave
Low substitutability 0.0087*** 0.0143***
 (0.0018) (0.0043)
Number of observations 1,767,118 977,270
Mean of dependent variable 0.553 3.427
Background controls Yes Yes
Year fixed effects Yes Yes
Occupation fixed effects Yes Yes
Establishment fixed effects Yes Yes 

Notes: The standard errors are clustered on the establishment level. The reference category is 
employees with more than 5 substitutes. The background controls are gender, age, education, 
birth country, having small children and establishment size. The estimates in column (2) are 
conditional on having positive benefits (i.e. at least one spell) according to the measure of 
interest.  *, **, and *** denote statistical significance at the 10-, 5-, and 1-percent level. 
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