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#### Abstract

Tilley, J. L. 2021. Inputs and Incentives in Education. Economic studies 196. 184 pp. Uppsala: Department of Economics, Uppsala University. ISBN 978-91-506-2874-6.

Essay I. Educational interventions that increase the quality or quantity of school resources may have a limited impact on student achievement if students lack sufficient effort or motivation. A more effective way of raising achievement could be incentivizing students to perform well in school. In this paper, I study whether students respond to non-financial incentives for higher grades, exploiting a reform in Stockholm that made compulsory school grades the sole criteria for admission to high school. Using a difference-in-differences design, I find that the reform increased students' grade point average in compulsory school by $10 \%$ of a standard deviation on average. Estimates of the unconditional quantile treatment effects show that the largest shifts occurred just above the middle of the grade distribution, where the performance incentives were strongest. I perform a variety of checks to support the hypothesis that these effects were driven by changes in student effort rather than changes in school grading practices. My findings suggest that behavioral responses from students drive the results. Thus, strengthening the performance incentives implicit in the design of the education system can have a positive effect on student


 achievement.Essay II. This paper studies a large-scale educational expansion to evaluate whether shocks to school inputs have an impact on the academic achievement of adult education students. I analyze the spillover effects of a Swedish policy that temporarily doubled enrollment in adult education, thus putting considerable strain on school resources. Because the intervention targeted individuals age 25 and over, my analysis focuses on individuals under age 25 to mitigate concerns that changes in student composition drive my findings. First, I establish that students in regions subject to larger enrollment shocks also experienced stronger negative shocks to school inputs like teacher credentials and per-pupil expenditure. Then, I show that the stronger negative shocks to school inputs coincided with steeper declines in course completion. Taken together, the two sets of results suggest a causal link between school inputs and course dropout.

Essay III. Teachers with stronger academic credentials tend to work in schools with students from more advantaged backgrounds. This paper contributes to an emerging literature on the mechanisms that drive these sorting patterns. With register data covering all college graduates and teachers in Chile between 2007 and 2020, I examine whether earning a more selective teaching degree has a causal effect on the type of schools where graduates teach at the start of their career. For identification, I exploit a college placement mechanism that generates hundreds of admission cutoffs around which access to more selective teaching programs is essentially random. Using the variation around these cutoffs in a regression discontinuity design, I find suggestive evidence that graduating from a more selective teacher program has an effect on teachers' initial job placements. In particular, it increases the probability of working in more urbanized areas and in publicly-subsidized private schools.
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## Introduction

The importance of education is by now indisputable. Early research on the economics of education documented robust positive correlations between years of schooling and outcomes like income and employment (see, e.g., Becker, 1983; Rosen, 1977; Willis, 1986). These studies offered suggestive evidence that education improves people's economic well-being, but they could not rule out the possibility that people with higher earnings potential simply decide to stay in school longer. ${ }^{1}$ By the 1990s, a so-called "credibility revolution" in empirical microeconomics led to the use of more sophisticated methods and better research designs, and with them, it was possible to establish that education in fact has a causal effect on labor market outcomes (see, e.g., Angrist and Krueger, 1991; Angrist and Pischke, 2010; Card, 1999). More recently, the scope of these studies has broadened to consider the possible non-monetary benefits of education as well. We now know that education not only raises earnings and employability; it also has a positive impact on a wide range of non-economic outcomes including health, family stability, civic engagement, and crime (see, e.g., Dee, 2004; Heckman et al., 2018; Lochner and Moretti, 2004; Oreopoulos and Salvanes, 2011).

While the benefits of education are well established, finding effective ways to raise educational attainment and achievement has proven to be a much more contentious matter. Two questions have been especially divisive: first, do school inputs like class size and per-pupil expenditure have any effect on student outcomes (see, e.g., Hedges et al., 2016)? Second, even if these factors do have an effect, is investing a significant amount of money in educational interventions like class-size reductions worth it, particularly in the case of older or more disadvantaged students? It has been difficult to reach a consensus both on the type of policies that are effective at raising achievement levels in general, but also on the type of policies that are effective at reducing achievement gaps across socioeconomic groups in particular (see, e.g., Heckman et al., 2003).

[^0]Researchers on one side of the debate point to the evidence that the most critical period of skill formation occurs early in life and that significant differences in cognitive and non-cognitive abilities emerge even before individuals reach schooling age (see, e.g., Cunha and Heckman, 2007). They argue that educational investments made at older ages have significantly lower rates of return than those made at younger ages, particularly for disadvantaged students (see, e.g., Heckman, 2006). Thus, more emphasis should be placed on family policies early in life, especially if the goal is closing achievement gaps. As far as education interventions, they suggest that policies promoting school competition and choice are more likely to improve school quality than policies targeting school inputs (see, e.g., Heckman et al., 2003). This argument was seemingly in line with a large body of research showing that school-based inputs like class size, teacher qualifications, and per-pupil spending do not have a strong or consistent relationship with student performance, at least once family characteristics are taken account into (see, e.g., Hanushek, 1997).

On the other side of the debate, researchers have maintained that the reviews of the literature on school inputs have been misleading (see, e.g., Card and Krueger, 1998; Hedges et al., 2016; Jackson, 2020) and that the most credible evidence suggests that interventions like class-size reductions can have large effects, especially for vulnerable students (see, e.g., Krueger and Whitmore, 2001). Indeed, a growing number of studies suggest that school resources do matter and that later-age interventions can have meaningful impacts on student outcomes (see, e.g., Carrell and Sacerdote, 2017; Jackson et al., 2016; Rea and Burton, 2020a,b).

Against this backdrop, my dissertation provides evidence on how various features of the education system affect the outcomes of students in the later stages of their education. It consists of three independent chapters focusing on individuals in secondary and post-secondary schooling. The first two are set in the Swedish context and explore the effect of policy interventions on academic achievement. More specifically, the first chapter studies whether strengthening the performance incentives built into high school admission policies has an effect on students' grades, while the second assesses whether policyinduced shocks to school resources affect the performance of adult education students. In the final chapter, my analysis shifts to the Chilean context and studies whether attending more prestigious teacher education programs has an effect on the type of schools where teachers find their first jobs. All three chapters rely on rich administrative data and use quasi-experimental methods that allow me to identify causal effects. In the remainder of this introduction, I provide a short overview of the topics addressed in each thesis chapter and briefly present my main findings.

## The main topics and findings of this thesis

## I. Performance incentives in high school admission policies

How much a student learns in school depends in part on the amount of effort that they exert. Their academic performance can suffer if they become disengaged and invest inadequate time or effort in their schoolwork. This may happen because they lack accurate information about the value of their education and the ways in which their hard work could benefit them in the future (see, e.g., Fryer, 2016). Alternatively, they may understand that performing well in school will ultimately pay off, but when deciding how to allocate their time and effort-say, watching a hockey game with friends versus studying hard and trying to ace their next maths test-they may place too little weight on the long-run benefits of studying and instead prefer the short-term enjoyment of doing something fun (see, e.g., Bettinger and Slonim, 2007).

In such instances, providing students with incentives to perform well in school may boost their level of motivation, effort, and hopefully, their achievement and learning. The idea that individuals respond to incentives is a fundamental concept in economics, and when it comes to getting kids to work harder in school, it almost seems like common sense that it works: parents have long known that if you want a kid to do something (like their homework), it helps to offer them something that they want in return (like iPad privileges)! However, incentives can have a downside; if learning becomes all about external rewards, students may lose their own intrinsic motivation to learn, and their performance may actually be harmed in the long run (see, e.g., Gneezy et al., 2011).

A number of studies have investigated whether students respond to incentives to work harder or perform better in school, and if so, whether their responses persist once the incentive is removed. Most of these studies are experimental in nature and look at the effect of monetary incentives (see, e.g., Angrist et al., 2009; Fryer, 2011; Leuven et al., 2010). The researchers randomly assign students to some treatment-for example, paying them a certain amount of money for each assignment they submit, for each high grade they earn, or for passing important achievement tests-and then measure how they respond relative to a group of students who were not provided with the same incentives. The evidence on the effectiveness of these interventions is mixed, but some suggest that-if properly designed-there is scope for financial incentives to boost student effort and achievement (for an overview, see Gneezy et al., 2011). However, providing these financial incentives is a very costly intervention. There is thus increasing interest in understanding whether stu-
dents might respond to non-financial incentives, which are cheaper ${ }^{2}$ and often viewed as less controversial than policies that pay students to learn.

The first chapter of my thesis contributes to a small but growing literature studying whether students respond to non-financial incentives to perform well in school. It is one of only a few studies to consider how students respond to the performance incentives embedded in the design of school admission systems. I evaluate a reform in Stockholm that made compulsory school grades the sole criteria for admission to high school, thereby strengthening the incentives for students to earn high grades so that they could get into their desired school. I find that the reform had a positive effect on students' compulsory school grades, with the largest shifts occurring just above the middle of the grade distribution, where the performance incentives were strongest. Compared to previous studies, I provide a more rigorous investigation of the mechanisms behind the results. In particular, I perform several checks to separate between student effort and grade inflation. All of the tests support the hypothesis that the increase in grades is driven by increased student effort rather than increased grading leniency. However, it is unclear that these effects persist and translate into long-term achievement gains. The reform raised students' probability of graduating from high school, but conditional on graduation, there was no effect on high school grades.

## II. School resources in adult education

Even if students have sufficient motivation and work hard in school, their achievement gains may be limited if they do not have adequate access to resources that aid their learning. Thus, the second chapter of my thesis addresses a classic question in education economics: whether school resources matter for student outcomes. While this question has been studied extensively at lower levels of education, I provide the first causal evidence for adult education students. This is a particularly relevant population to study in light of recent studies showing that adult education can improve the labor market outcomes of participants (see, e.g., Blundell et al., 2020) and the fact that policymakers have begun to embrace "lifelong learning" as a key policy tool to cope with technological changes on the labor market. In addition to focusing on an understudied population, another key contribution of my paper is that it highlights how large-scale interventions intended to increase access to education or improve the quality of schooling can actually have harmful side effects that dampen the potential benefits of the intervention.

[^1]In the paper, I study a Swedish policy that suddenly doubled enrollment in the adult education sector, creating an additional 100,000 spots in municipal adult education over a period of just two years. The expansion was so rapid and massive that it placed considerable strain on school resources. The central government provided generous subsidies to help municipalities cover the increased financial costs associated with the reform, but the extra money was stretched thin in areas that experienced larger expansions. Moreover, the reform created such great demand for new teachers that municipalities had no choice but to hire uncertified, inexperienced teachers, resulting in significant drops in the average qualification of the teaching staff. My analysis considers how these shocks to school inputs affected the academic achievement of adult learners.

One potential complication when studying an educational expansion is that the composition of students changes as a result of the reform. In particular, the average ability of students is likely to decline with the influx of new students. Thus, any observed changes in academic achievement might be a consequence of changes in average ability rather than changes in school inputs. To deal with this concern, I exploit the fact that the expansion I study primarily targeted individuals age 25 to 55 and restrict my analysis to individuals age 24 and under.

I study the relationship between school inputs and student outcomes by performing two complementary analyses. First, I leverage geographical variation in the intensity of adult education expansion and show that, on average, regions experiencing greater enrollment shocks also faced stronger negative shocks to school resources such as per-pupil expenditure and teacher credentials. Then, I show that the stronger negative resource shocks coincided with steeper increases in course dropout among adult learners age 24 and under. When studying the dynamics of the effects over time, the pattern of changes in school inputs and student outcomes is quite similar. Taken together, the two findings are highly suggestive of a causal link between school inputs and course dropout.

## III. Prestige of teacher education and teacher sorting patterns

A central tenet of many education systems is that schooling can and should be the "great equalizer" of different life circumstances, providing all students the same chance to succeed regardless of their background. Teachers are widely regarded as one of the most important school resources for ensuring students’ success (see, e.g., Rivkin et al., 2005). Although it is difficult to identify the exact attributes that make some teachers more effective than others, re-
searchers have consistently found that good teachers can have sizable impacts on student learning and can help even the most disadvantaged pupils overcome achievement deficits due to poor learning environments at home. Moreover, the positive effects of having a good teacher seem to persist into adulthood across dimensions such as college attendance and earnings (see, e.g., Chetty et al., 2014). Given this evidence, policymakers have made it an explicit goal to guarantee that all schools, irrespective of the students they serve, have a qualified teaching staff.

Despite this goal, a large number of U.S.-based studies show that qualified teachers are unevenly distributed across schools in ways that disadvantage the most vulnerable students (see, e.g., Goldhaber et al., 2015). In the third chapter of my thesis, I document that this same sorting pattern exists in Chile. Using rich administrative data covering all college graduates and teachers, I show that relative to graduates of less prestigious programs, graduates of more prestigious teaching programs are less likely to work in schools that serve students from disadvantaged socioeconomic backgrounds, including public schools and rural schools. Then, I study a potential mechanism underlying this sorting pattern: that earning a more selective degree could have a causal impact on the type of schools where teachers work at the start of their career. This might be the case if, for example, schools use teachers' academic credentials as a signal of their ability when deciding who to hire (see, e.g., Altonji and Pierret, 2001).

In order to isolate the causal effect of graduating from a more selective teaching program, I exploit features of the centralized admissions process at Chile's most prestigious universities. The admissions process generates hundreds of admissions cutoffs around which access to more selective programs is essentially random. My empirical strategy compares the early labor market outcomes of applicants who just pass the admission threshold to their preferred teaching program to the outcomes of applicants who just miss the admission threshold and instead end up in a less selective teaching program. I study the characteristics of the schools where teachers find their first teaching job, focusing on several school attributes across which teachers tend to be unevenly distributed: urbanicity; public versus private ownership; and socioeconomic composition of the student body. My results show that attending and graduating from a more selective teaching program does have a causal impact on teachers' initial job placements. In particular, it increases the probability of working in more urbanized areas and in publicly-subsidized private schools. The findings of this chapter suggest that schools value teachers' academic credentials in the hiring process. Future research could explore whether this is
the case because attending a more selective teaching program actually makes an individual a more effective teacher.
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## I. The effect of higher-stakes grades on student achievement

[^2]
## 1. Introduction

Students' performance in compulsory school has important consequences for their later-life outcomes. Achievement measures like course grades and test scores influence how long an individual stays in school, their field of study, and ultimately, their career path and earnings. Thus, it is essential to understand which policy tools can boost student achievement. After decades of inconclusive evidence on the effectiveness of school inputs like class size and per-pupil spending, ${ }^{1}$ policymakers are increasingly interested in the use of performance incentives.

In this paper, I evaluate whether strengthening the performance incentives built into school admission policies has an effect on student achievement. Prior research on the use of student-based incentives has remained somewhat limited. Most of the literature evaluates experimental interventions that manipulate students' financial incentives to perform well in school. ${ }^{2}$ Only a few papers study how students respond to the incentives embedded in the design of the education system, and whether changing these incentives has unintended side effects.

A high school admission reform in Stockholm, where the admission process is fairly competitive and positions at elite inner-city schools are highly sought after, provides an ideal setting to investigate whether students react to incentives for higher grades. Prior to the reform, the admission process distinguished between admission to a specific school and admission to a specific track. ${ }^{3}$ Earning high grades increased students' likelihood of being admitted to their preferred track, but not necessarily their preferred school; rather, assignments to oversubscribed schools were made on the basis of commuting distance. After the reform, students applied directly to a particular schooltrack combination, and admission decisions were based exclusively on prior grades. The new rules thus strengthened the incentive for students to perform well in school, as earning better grades now increased their chance of attending their preferred high school.

To evaluate the impact of the reform on students' grades, I use a difference-in-differences strategy that exploits geographical variation in the implementation of the reform. Stockholm municipality, which switched to grades-based admissions in year 2000, serves as the treated group, and the neighboring municipalities in Stockholm county, which did not implement the change, serve as the comparison group. My main estimates indicate that, on average, students'

[^3]grade point average (GPA) increased around $10 \%$ of a standard deviation as a result of the reform. I also examine the effects across the GPA distribution using the unconditional quantile regression method described in Firpo et al. (2009). The results reveal that there were sizable treatment effects across the entire distribution, but the effect size was not uniform: the estimates roughly follow an inverted U -shape, peaking at $15 \%$ of a standard deviation just above the median. This pattern indicates that the largest shifts occurred in the middle of the grade distribution, where most admission cutoffs are and thus the performance incentives are strongest.

An important question from a policy perspective is whether these achievement gains actually reflect increased effort and learning, or whether they simply reflect a change in grading practices. The admission reform not only strengthened students' incentives to work harder and perform better in school; given the high level of school competition in Sweden, the reform also strengthened the incentives for schools to inflate grades in an attempt to market themselves to prospective students. Thus, I perform several analyses to investigate the mechanisms behind my results, with a focus on disentangling the student effort channel from the grade inflation channel.

I provide two direct checks on the grade inflation channel using data from standardized exams. These checks exploit the fact that teachers are required to take students' standardized exam grades into account when setting final course grades in math, English, and Swedish. First, with a bunching estimator similar to the one in Chetty et al. (2011), I measure the amount of manipulation around grade cutoffs on national exams in math. ${ }^{4}$ Although the grading criteria are centrally determined, the exams are graded by students' teachers. Thus, I can gauge the prevalence of grade inflation by comparing the level of test score manipulation in the treated and control regions. If grade inflation drives my results, we would expect to see a higher degree of test score manipulation in the treated region. However, I find no such evidence. As a second check for grade inflation, I study the effect of the admission reform on teachers' grading leniency using an "inflation index" that measures students' course grades relative to their exam grades. In line with the results of the bunching analysis, I find no increases in grading leniency as a result of the reform.

I perform two additional analyses to corroborate my findings on the mechanisms. First, I show that the effects of the reform do not differ depending on the degree of school competition faced by a student's compulsory school, even though schools subject to more competition should have larger incentives to

[^4]inflate grades. Second, I show that the treatment effects are strongest among the group of students who have a higher likelihood of applying to an academic track, and who thus have the largest potential benefit of earning higher grades. All of the results render support for the hypothesis that changes in student effort drive the increases in grades after the admission reform.

Another important question is whether the short-run effects on compulsory school grades persist or fade out over time. To address this question, I use my main difference-in-differences model to estimate the impact of the reform on student achievement in high school. In line with an earlier study by Söderström (2006), who analyzed only one year of post-reform data, I find that the admission reform had no impact on grades in mandatory high school courses. However, this result should be interpreted with caution, given that high school grades are missing for any student who fails to graduate. When I estimate the effect of reform on the likelihood of graduation, I find that it increased the probability of earning a high school diploma by about 2.4 percentage points, or $3.4 \%$ relative to baseline. This suggests that there could be some longerlasting effect on student learning.

The findings of this study contribute to several strands of literature. First, they relate to the literature on school interventions aimed at boosting student achievement. Most of this research focuses on the effects of school inputs like class size and school spending (see, e.g., Angrist et al., 2019; Fredriksson et al., 2013; Jackson et al., 2016). The studies have mixed findings, and it is often unclear whether the benefits of the interventions exceed their costs. Thus, policymakers are seeking alternative policy measures to improve student achievement. I contribute by studying an intervention that targets a different kind of input in the education production function-namely, the amount of effort that students exert. Several empirical studies support the standard assumption that student effort matters for achievement (Metcalfe et al., 2019; Stinebrickner and Stinebrickner, 2008), but how to increase student effort remains an open question.

A growing literature addresses this question by studying the effectiveness of incentives in educational settings. The majority of these studies evaluate experimental interventions that offer financial rewards to students who exert more effort or perform better in school (see, e.g., Angrist et al., 2009; Bettinger, 2011; Levitt et al., 2016). Only a few look at non-financial rewards, and even fewer do so in a non-experimental context (see, e.g., Baumert and Demmrich, 2001; Grove and Wasserman, 2006; Jalava et al., 2015). The results of these studies vary, and it is unclear whether they can be generalized to higher-stakes settings. I contribute to the literature by studying a more salient change in the incentives built into the education system. Several other
studies examine grades-based incentives (Hvidman and Sievertsen, 2019; Koerselman, 2013) and school admission policies in particular (Fajnzylber et al., 2019; Haraldsvik, 2014; Molin, 2019). However, I go beyond these studies by providing a more rigorous investigation of the mechanisms driving the results, which is crucial for understanding the policy implications. For example, I provide direct evidence on teachers' grading practices by measuring the extent to which they manipulate test scores.

The rest of this paper proceeds as follows. The next section provides background information on the Swedish education system and the Stockholm admission reform. Section 3 discusses the empirical framework and model, followed by a description of the data in section 4 . Section 5 presents the results of my linear and non-linear difference-in-differences models, as well as some robustness checks to support my findings. Section 6 and 7 provide checks on the mechanisms. Section 8 presents evidence on longer-run effects, and section 9 concludes.

## 2. Institutional background

I begin by providing key institutional details about the Swedish education system, with a focus on compulsory school grades and the high school admission process. Then, I give an overview of the Stockholm admission reform that I use to study how students respond to incentives for higher grades. All of the facts that I present apply specifically to my period of study (1994-2004), and some have changed in later years. ${ }^{5}$

### 2.1 Compulsory school grades in Sweden

Compulsory education in Sweden follows a national curriculum and lasts through grade nine, when students are 16 years old. At most grade levels, teachers evaluate student performance with development talks and written assessments rather than course grades. Students receive course grades just four times: once at the end of each term in eighth and ninth grade (Skolverket, 2005). The first three assessments have low stakes, given that the grade point average (GPA) reported on a student's school-leaving certificate (slutbetyg) only includes the grades awarded in the spring semester of grade nine. The final assessment has higher stakes depending on where a student lives and what high school program they wish to attend (see section 2.2).

[^5]Teachers can use discretion when setting final grades, but national criteria guide their grading practices. The criteria changed substantively several years prior to the admission reform that I study. Through the 1996/97 school year, teachers were supposed to assess each student's performance relative to the performance of other students. The grade scale moved in integer increments from one to five, and grades in each subject were supposed to approximate a normal distribution with an average of three. ${ }^{6}$ By contrast, from the 1997/98 school year onward, teachers were supposed to assess each student's performance on a criterion-referenced scale where each grade reflected the student's ability to meet specific learning goals. The new scale had only three grades-Pass $(G)$; Pass with Distinction $(V G)$; and Pass with High Distinction ( $M V G$ )—and the National Agency for Education (Skolverket) outlined the specific learning objectives that students had to achieve in order to receive a certain grade. ${ }^{7}$ In my empirical analysis, I deal with the change in grading scale by standardizing each student's grade point average with respect to the national distribution for their graduation cohort. I also show that my results are unchanged if I restrict my sample to students who graduated from compulsory school once the new grading criteria were in place. ${ }^{8}$

By the end of the time period that I study, teachers were supposed to set final course grades in math, English, and Swedish with the aid of standardized tests in each subject. Between 1998 and 2002, the three subject tests were piloted on grade nine students in a sample of municipalities, ${ }^{9}$ and in 2003, it became mandatory for all schools to administer the tests at the end of ninth grade. The National Agency for Education provides a manual with detailed grading criteria, but the tests are not centrally graded. Rather, teachers grade their own students' exams on the same G-VG-MVG scale used for course grades. Teachers are supposed to adhere to the national guidelines when setting the exam grade; moreover, they are supposed to take a student's exam grade into account when setting their final course grade. However, the rules are not binding, and evidence suggests that some teachers are too lenient and

[^6]inflate grades (Diamond and Persson, 2016; Skolverket, 2007). In section 6, I evaluate the extent to which this grading leniency varies between regions and over time to investigate the mechanisms driving my results.

### 2.2 High school admissions in Sweden

Upon successful completion of compulsory school, students are entitled to three years of tuition-free high school education. ${ }^{10}$ High school is organized into different tracks with either an academic or vocational orientation. There are four academic tracks (e.g., the social sciences program) and thirteen vocational tracks (e.g., the construction program). Students have the right to apply to any track in their municipality of residence, and they can only apply outside this region under special circumstances-for example, if their home municipality does not offer their desired field of study, or if their home municipality has an admission agreement with another region.

The admission rules for high school vary by school type, by region, and over time. Admission to independent high schools, which are privately run but publicly funded, grew increasingly common in the late 1990s and early 2000s. By national law, admission to tracks at independent schools has always been made exclusively on the basis of compulsory school grade point average. However, a large majority of students attend the public school system, in which admission decisions are governed by both national and municipality-specific regulations, and the importance of compulsory school grades can vary.

In the past, the public school system drew an important distinction between admission to a track and admission to a school. The admission process worked as follows: First, students submitted an application to the admission center in their municipality of residence. On the application, they listed up to six tracks in order of preference. If the track was offered at more than one public school in the municipality, students could also list their preference for a particular school. Next, the admission center ranked all applicants to a particular track in order of their compulsory school grade point average. If the number of applicants exceeded the number of available slots, national regulations required that the admission center accept students to the track strictly on the basis of compulsory school grade point average. ${ }^{11}$ After admitting students to tracks, the admission center had to determine which school the student was going to attend. Whenever possible, municipalities admitted students to the most-

[^7]preferred school listed on their application. However, in the case of oversubscribed programs, some selection criteria had to be applied. Each municipality was free to determine their own rules. Some municipalities placed students in the school closest to their home, while others decided which school a student would attend using a lottery or compulsory school grades.

### 2.3 Overview of the Stockholm admission reform

As discussed above, municipalities have some control over the admission rules for their public high schools. In particular, they can decide which school placement mechanism to use if multiple public schools offer the same high school track and the number of applicants exceeds the number of available spots.

Local politicians in Stockholm municipality began debating the merits of different school placement mechanisms in the mid-1990s (see Figure 1 for a timeline). At the time, Stockholm used a proximity-based rule that assigned students to schools according to their commuting distance. Students who lived closer to a school had priority over students who lived farther away. Opponents of the system argued that it reinforced residential segregation and disadvantaged high-achieving students who lived outside the city center, where the most popular schools were located. As an alternative, they proposed that public school admissions become strictly grades-based.

The municipal council rejected the first several policy proposals submitted by the opposition. However, in November 1997, both sides unanimously supported a motion that commissioned an investigative committee to review a possible reform of the admission rules. The proposed plan was a hybrid system with $50 \%$ grades-based and $50 \%$ proximity-based admissions. According to a newspaper report, the new admission system was expected to be implemented for the 1999 admission round pending the committee's findings (Orrenius, 1997).

The debate over high school admission rules intensified and became a prominent public issue in 1998, which was an election year. The right-wing coalition campaigned on a promise to implement grades-based admissions if elected, while the left-wing coalition began to back-peddle and reaffirm their earlier support for proximity-based school assignment. In October 1998, the rightwing coalition won the election and immediately wrote the high school admission reform into their annual budget. They initially planned to implement the hybrid system that was under evaluation by the investigative committee. However, they ultimately agreed on a broader reform that fully eliminated

Figure 1. Timeline of the admission reform in Stockholm municipality.


Notes: This figure provides a timeline of the high school admission reform in Stockholm municipality. There was an election in October 1998, which the pro-reform coalition won.
proximity-based admissions in favor of grades-based admissions. ${ }^{12}$ The reform was officially implemented in October 1999 and became effective immediately. Students who started ninth grade in fall 1999 and graduated from compulsory school in spring 2000 became the first cohort to apply to high school under the new rules.

Previous research has shown that, contrary to its goal, the admission reform actually increased segregation by immigration background, and as expected, by compulsory school grades (Söderström and Uusitalo, 2010). There is also evidence that the reform had positive long-run effects on students' expected income and type of college education (Molin, 2019), despite the absence of a short-run effect on high school grades (Söderström, 2006). However, to my knowledge, there is no evidence on whether the stronger performance incentives created by the reform had an effect on earlier-age achievement. My analysis addresses that question.

[^8]
## 3. Empirical framework and method

The aim of this paper is to evaluate whether performance incentives in the education system have an impact on student achievement. I provide evidence from a high school admission reform that replaced residence-based school assignment with grades-based admissions. Before proceeding to the empirical setup, I elaborate on how the reform strengthened the incentives for higher grades. Then, I present the linear and non-linear difference-in-differences models that I use to estimate the average effect of the reform and to study the effects across the grade distribution.

### 3.1 Changes in incentives due to the admission reform

Prior to the Stockholm admission reform, compulsory school grades determined admission to a particular high school track, but not admission to a specific high school. For any track with more applicants than available spots at the municipal level, students had to earn sufficiently high grades to gain admittance. However, admittance to a specific track did not guarantee admittance to a specific school. ${ }^{13}$ If a student wished to attend their preferred track at one of the more popular schools, they had to live close to the school to be guaranteed a spot. This was true no matter how high their compulsory school grades were, given that school placement was proximity-based rather than gradesbased. Thus, if students lived too far away from their desired school, they had nothing else to gain by earning higher grades as long as their GPA was high enough to get into their desired track. In other words, the proximity-based admission system created no incentive for students to perform better in school once their grades were above the expected cutoff for the track that they wanted to attend.

After the admission reform, students applied to a specific school-track combination, and compulsory school grades simultaneously determined admission to both the track and the school. Under the reasonable assumption that students or their parents place value on the school they attend-i.e., that going to their preferred school is a "reward" they care about-the new rules strengthened the incentives to earn higher grades. ${ }^{14}$ For students who lived far away from their preferred school, earning sufficiently high grades could now guarantee them access to the school. At the same time, students who lived close to their preferred school could no longer take for granted that they would be admit-

[^9]ted just by crossing the GPA threshold for their preferred track. Under the new system, they had to compete with all applicants, not just those who lived nearby; thus, unless they improved their grades, they could be crowded out by higher-achieving students who lived far away.

In addition to strengthening the incentives for students to earn high grades, the admission reform also strengthened the incentives for schools and teachers to award higher grades. The Swedish school system in general, and a large municipality like Stockholm in particular, is characterized by a high degree of school competition. Students have the right to attend any compulsory school within their home municipality, and the municipality must pay each school a per-student voucher for each student that attends. In an attempt to attract more students and the money that comes with them, schools might put pressure on their teachers to inflate grades, given that ninth-grade GPA is the primary way that compulsory schools can market themselves to the parents of prospective students. ${ }^{15}$ While these competitive pressures and thus the incentives to inflate grades already existed in the pre-reform period, the reform strengthened them by raising the marketing value of grades.

A key contribution of my paper is that I provide a thorough investigation of the mechanisms behind my results, with a focus on whether the observed effects are driven by changes in grading practices rather than changes in student performance. I postpone discussion of the methods that I use to disentangle the mechanisms until sections 6 and 7, when I also explain the intuition behind the analyses and present my findings.

### 3.2 Difference-in-differences models

I identify the effect of the admission reform on compulsory school grades using the following difference-in-differences model:

$$
\begin{align*}
\text { Grade } 9 G P A_{i, y}= & \beta_{0}+\beta_{1} \text { Treat }_{i}+\beta_{2} \text { Post }_{y}+\lambda \text { Treat }_{i} \times \text { Post }_{y}+\gamma_{0} \text { Anticipate }_{99} \\
& +\gamma_{1} \text { Treat }_{i} \times \text { Anticipate }_{99}+\mathbf{X}_{i}{ }_{i} \psi+\varepsilon_{i, y} \tag{1}
\end{align*}
$$

where the index $y$ denotes the calendar year that student $i$ graduates from ninth grade. The outcome variable, Grade $9 G P A_{i, y}$, equals a student's standardized

[^10]GPA in the national distribution for their graduation cohort. ${ }^{16}$ The anticipation indicator, Anticipate ${ }_{99}$, equals one for the cohort that graduated in spring 1999. The post-reform indicator, Posty, equals one for cohorts that graduated under the new high school admission rules, i.e., from year 2000 onward. The treatment group indicator, Treat ${ }_{i}$, equals one for individuals in Stockholm municipality and zero for individuals in the surrounding municipalities in Stockholm county. The vector $\mathbf{X}_{i}{ }_{i}$ is a set of individual controls. Finally, $\varepsilon_{i, y}$ is the error term.

There are two important points regarding the model specification. First, I assign each student $i$ to the treated or control group based on their pre-reform municipality of residence. This method of treatment assignment allows me to deal with concerns that high-achieving students in the control regions may re-locate to Stockholm municipality in order to take advantage of the admission reform. Accounting for strategic re-locations is important to avoid bias in my estimates, but I also show that my results hold if I assign students to treatment based on their municipality of residence at the start of ninth grade or the municipality where their compulsory school is located.

Second, I "dummy out" the last pre-reform cohort using the Anticipate ${ }_{99}$ indicator in order to allow for an anticipation effect. It is reasonable to expect an anticipation effect given the timeline of the reform (see Figure 1). There was a tentative plan to change the admission rules for this cohort as far back as November 1997. Although the plans were delayed and would not become effective in time for their graduation, the reform was officially written into the municipal budget shortly after they started ninth grade.

The difference-in-differences model in equation (1) compares the evolution of grades in Stockholm municipality to the evolution of grades in the neighboring municipalities. The main identifying assumption is that, in the absence of the reform, compulsory school grades would have evolved similarly in the two regions. Under this assumption, the parameter $\lambda$ captures the average effect of the reform. ${ }^{17}$ If students react by increasing their effort or teachers react by inflating grades, we would expect the estimate of $\lambda$ to be positive and significantly different from zero. ${ }^{18}$

In addition to estimating the average effect of the reform, I study how the change in admission rules shifted different parts of the grade distribution. I use

[^11]the unconditional quantile regression method described in Firpo et al. (2009) and adapted to the difference-in-differences setting in Havnes and Mogstad (2015). For each percentile of the pre-reform distribution in the treated region, I define an indicator variable equal to one if an individual's standardized GPA exceeds the standardized GPA at that percentile. Then, I use the following linear probability model to estimate how the admission reform shifts the cumulative distribution function:
\[

$$
\begin{align*}
& \mathbb{1}\left[\text { Grade } 9 G P A_{i}>\text { Grade } 9 G P A_{\tau}\right]=\alpha_{0}+\alpha_{1} \text { Treat }_{i}+\alpha_{2} \text { Post }_{y}+\text { STreat }_{i} \times \text { Post }_{y} \\
& +\theta_{0} \text { Anticipate }_{99}+\theta_{1} \text { Treat }_{i} \times \text { Anticipate }_{99}+\mathbf{X}^{\prime}{ }_{i} \psi+\varepsilon_{i, y} \tag{2}
\end{align*}
$$
\]

where Grade $9 G P A_{\tau}$ denotes the GPA at the $\tau$-th percentile of the pre-reform grade distribution in the treated region. Finally, I re-scale the estimate of $\delta$ with an estimate of the unconditional density at Grade $9 G P A_{\tau}$. That is, I calculate the unconditional quantile treatment effect at each percentile $\tau$ as follows:

$$
\begin{equation*}
\frac{\hat{\delta}}{\hat{f}\left(\text { Grade }^{\prime} G P A_{\tau}\right)} \tag{3}
\end{equation*}
$$

where I estimate the unconditional density $f\left(\operatorname{Grade}^{9} 9 P A_{\tau}\right)$ using a kernel density estimator.

## 4. Data and sample description

The main data source is the grade nine registry from Statistics Sweden. The database covers all students who finish ninth grade in a given year and includes information on their final grade point average (GPA), as well as their final course grades in each subject. I define my outcome of interest as an individual's standardized GPA within the national grade distribution for their graduation cohort.

I merge the database of compulsory school graduates to the multi-generation registry. This registry provides information on key demographic variables that correlate with student achievement, including students' gender, age, immigration background, birth order, and number of siblings. Importantly, the multigeneration registry also contains personal identifiers for the students' parents. With these identifiers, I can link parents to the Integrated Database for Labor Market Research (LOUISE). From the LOUISE database, I obtain information on other relevant demographic variables such as parents' level of education,
field of study, employment status, and labor income. I measure the variables at the end of the calendar year prior to the child's graduation, i.e., during the autumn term that the child attends grade nine.

The LOUISE database provides another piece of information that is essential for my analysis: a student's pre-reform municipality. Recall that I define an individual's treatment status according to their pre-reform municipality rather than the municipality where they graduate from compulsory school or reside in ninth grade, so that I do not have to be concerned about strategic re-locations in response to the reform. For all individuals, I define the prereform municipality as the municipality where their mother lived in 1993. I use the mother's residence as a proxy for the student's residence because the vast majority of my sample is too young to appear in the population registry that year. ${ }^{19}$

Having merged the data, I construct my estimation sample as follows: First, I restrict the sample to all students who graduate compulsory school between 1994 and 2004. Second, I restrict the sample to students who were residents of Stockholm county at the end of 1993. Finally, I drop a negligible share of students-around $1.5 \%$-for whom key demographic variables are missing. The final sample consists of 178,116 individuals. Table A. 1 in the appendix shows the descriptive statistics for the sample by treated and control group. I also present the same descriptive statistics for the full population of compulsory school students in Sweden between 1994 and 2004 for comparison. The treated and control groups are relatively similar on most characteristics, with the most notable difference being the fact that more students in the treated region have unmarried parents. Their parents are also slightly more educated on average.

The last row of Table A. 1 shows that, averaged over the entire sample period, students in the treated group perform better in compulsory school than students in the control group: their average GPA is about $13 \%$ of a standard deviation higher ( 0.178 compared to 0.051 ). To preview the results of my difference-in-differences analysis, Table 1 on the following page goes a step further: for each region, it reports the average GPA in the pre- and post-reform period, as well as the descriptive statistics at other key points of the grade distribution. In the control region, there are few changes between the two periods, whereas in the treated region, standardized GPA increases at every percentile, with a particularly large shift at the median. Figure 2 provides a more detailed graphical illustration. Comparing the pre- to post-reform shifts observed in the two panels, the differences are most striking in the middle to upper end
${ }^{19}$ Individuals first appear in the registry the year that they turn 16.

Table 1. Distribution of grade point average pre- and post-reform.

|  | Pre-reform |  | Post-reform |  |
| :--- | ---: | ---: | ---: | ---: |
|  | Control | Treated | Control | Treated |
| 10th percentile | -1.287 | -1.176 | -1.247 | -1.015 |
| 25th percentile | -0.559 | -0.469 | -0.491 | -0.357 |
| Mean | 0.055 | 0.132 | 0.046 | 0.225 |
| Median | 0.109 | 0.136 | 0.111 | 0.329 |
| 75th percentile | 0.783 | 0.852 | 0.777 | 0.996 |
| 90th percentile | 1.329 | 1.426 | 1.318 | 1.461 |
| Observations | 63,678 | 29,877 | 55,897 | 28,664 |

Notes: The treated group refers to students who lived in Stockholm municipality at the start of the study period, and the control group refers to students who lived elsewhere in Stockholm county. The pre-reform period lasts from 1994 through 1999, and the post-reform period lasts from 2000 through 2004.

Figure 2. Distribution of grade point average pre- and post-reform.


Notes: This figure shows how the distribution of compulsory school grades changed from the pre-reform to post-reform period in the control region (left panel) and treated region (right panel). The dashed lines show the distribution of grades for ninth graders who graduated prior to the admission reform (1994-1999), and the solid lines show the distribution of grades for ninth graders who graduated after the admission reform (2000-2004).
of the distribution. Panel (a) shows that in the control region, the post-reform distribution (solid line) essentially lies on top of the pre-reform distribution (dashed line) from the midpoint on. However, in the treated region, there is considerably more density at the upper end of the distribution after the reform, suggesting large increases in student grades between the two periods.

## 5. The effect of the admission reform on compulsory school grades

The descriptive statistics presented in the previous section suggest that compulsory school grades increased when high school admissions became exclusively grades-based. In this section, I formally investigate the effect of the reform by estimating the difference-in-differences model in equation (1). Table 2 presents the main results. Each column reports the estimate of the parameter $\lambda$ from slightly different model specifications in which I introduce covariates, fixed effects, and time trends to control for factors that could affect the evolution of grades. If the estimate of $\lambda$ is positive, this indicates that compulsory school grades increase when grades have higher stakes in the high school admission process.

The first row of Table 2 shows that the change in admission rules indeed had a positive effect on students' grades. In column 1, I start with a baseline specification that does not include any control variables. The baseline estimate implies that compulsory school GPA increased $11 \%$ of a standard deviation for students in the treated region compared to the control region following the implementation of the admission reform. The effect is quite stable across the different model specifications. Between columns 1 and 2, the point estimate drops slightly to $10 \%$ of a standard deviation when I add individual-level control variables to the model. Once I have controlled for these individual characteristics, the estimates are essentially unchanged when I add municipality fixed effects to control for time invariant differences across regions (column 3); time fixed effects to capture shocks or trends that impact treated and control regions equally (column 4); and municipality-specific time trends in grades (column 5). Because the fixed effects and time trends do not affect the main point estimate or improve precision, I exclude them from the models that I run in the remainder of the paper, unless otherwise specified.

As a point of comparison, it helps to relate my estimates to the impact of other educational interventions such as class size reductions. The findings in the literature have been mixed, but a U.S.-based study by Krueger and Whitmore (2001) is often used as a benchmark. They found that reducing class
Table 2. Effect of the admission reform on compulsory school grade point average.

|  | (1) | (2) | (3) | (4) | (5) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Treat $\times$ Post | $\begin{gathered} 0.1111 \\ (0.018)^{* * *} \end{gathered}$ | $\begin{gathered} 0.100 \\ (0.015)^{* * *} \end{gathered}$ | $\begin{gathered} 0.099 \\ (0.015)^{* * *} \end{gathered}$ | $\begin{gathered} 0.098 \\ (0.015)^{* * *} \end{gathered}$ | $\begin{gathered} 0.095 \\ (0.016)^{* * *} \end{gathered}$ |
| Wild bootstrap p-value | 0.039 | 0.034 | 0.041 | 0.041 | 0.058 |
| Pre-reform mean in treated region | 0.132 | 0.132 | 0.132 | 0.132 | 0.132 |
| Observations | 178,116 | 178,116 | 178,116 | 178,116 | 178,116 |
| Individual controls | No | Yes | Yes | Yes | Yes |
| Pre-reform municipality fixed effects | No | No | Yes | Yes | Yes |
| Graduation year fixed effects | No | No | No | Yes | Yes |
| Municipality-specific linear trend | No | No | No | No | Yes |
| Notes: The first entry in each column reports the point estimate of $\lambda$ from equation (1) when including different control variables trends in the model. Individual controls include gender, age, foreign background, parents' marital status, number of siblings, bir parents' income, and parents' years of education. In column 5, I control for municipality-specific trends using a linear projection of reform trend. Standard errors are clustered at the municipal level and shown in parentheses. I denote the significance level of the estim stars: *** for $p$-value $<0.01$; ** for $p<0.05$; and * for $p<0.10$. Because there are only 25 clusters, I also report the $p$-value when I inference using the wild-cluster bootstrap procedure suggested by Cameron et al. (2008). |  |  |  |  |  |

size by seven students improved student achievement by 0.22 standard deviations, which is in line with the results found by Fredriksson et al. (2013) in the Swedish context.

### 5.1 Identifying assumptions and robustness checks

## Parallel trends assumption

My difference-in-differences model identifies the average causal effect of the reform under the assumption that average grades would have evolved similarly in the treated and control regions if the admission rules had not changed. To check the credibility of this assumption, I examine the evolution of grades over time in the two groups. If the assumption holds, student outcomes should move parallel to one another in the years leading up to the reform and diverge thereafter.

The results in Figure 3 show that this is the case. The solid blue line in panel (a) plots the average GPA by year for the treatment group, and the dashed orange line plots the corresponding averages for the control group. The parallel trends assumption can be assessed by visual inspection of panel (a), but I also provide a more formal test for differential pre-trends in panel (b). This panel reports the yearly estimates from an event study specification in which I replace the post-reform indicator in equation (1) with a set of time dummies. The yearly coefficients are normalized with respect to 1998, when the reform was announced. They trace out the relative trends in the pre-treatment period and also show how the effect of the reform varies over time in the post-reform period.

In panel (a), we see that prior to the announcement of the reform, compulsory school grades evolved in a completely parallel fashion in the two groups. Panel (b) confirms this, showing that all point estimates leading up to the announcement of the reform are statistically indistinguishable from zero. After the announcement of the reform, there is a jump in grades in the treated group, consistent with an anticipation effect. Once the reform is implemented, there is another jump, and grades continue to increase relative to the control group.

A crucial question is whether it is reasonable to expect such immediate effects after the announcement of the reform. If teachers are inflating grades, then they can react immediately, and they have an incentive to do so as soon as the reform is announced. However, given the institutional setup, students can also have an immediate response. Recall that only the final course grades from ninth grade count in the grade point average used for high school admission; their performance in earlier grades does not directly weigh in. Thus, simply

Figure 3. Evolution of standardized grade point average over time.
(a) Descriptive plot
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Notes: Panel (a) plots the mean standardized grade point average (GPA) for each cohort of ninth graders from spring 1994 to spring 2004. Panel (b) plots the corresponding estimates from an event study specification of equation (1) in which I replace the post-reform indicator with a set of time dummies. I omit the time dummy for 1998 so that all annual coefficients are measured relative to the year prior to the announcement of the admission reform. The first vertical line marks the date that the reform was announced in the municipal budget, and the second vertical line marks the date that the reform went into effect.
by adjusting their effort in ninth grade, they can have a big impact on their grades. ${ }^{20}$

## Group composition changes

Another concern is that group composition may have changed over the study period in a way that is related to student achievement. A clear violation would be if motivated students from the control group re-located to the treatment group to take advantage of the new admission rules. To deal with this concern, I have assigned all individuals to the treated and control groups based on their pre-reform municipality of residence. Nevertheless, it is still possible that changes in group composition drive the results. While I cannot rule out the possibility that group composition changed in some unobserved way, I test for changes in observed variables to lend credibility to this assumption. In Table A. 2 , I report the relevant regression coefficients, standard errors, and p-values from estimation of my main difference-in-differences specification when using the listed background characteristics as the outcome variable. Overall, there are no significant changes in group composition: the p-value for the test of joint significance of all the characteristics is 0.861 . When testing each characteristic separately, a couple demographic differences emerge (e.g., an increase in mother's birth-giving age); however, most variables remain balanced over the entire period. Importantly, there are no significant changes in characteristics that are strongly related to student achievement, such as parental income and education.

## Other changes that coincide with the admission reform

A final crucial point is that there should be no other changes coinciding with the admission reform that would make the treatment and control group perform differently in school. To my knowledge, there are no other reforms occurring this year that would have an impact on student outcomes. However, around the time of the reform, there was a marked increase in school choice, with a growing number of compulsory school students opting out of the public school closest to their home (see the top panel of Figure A.1).

I perform several robustness checks to verify that changes in student sorting and school choice at the compulsory level do not affect my findings. Table A. 3 reports the results. First, I show that the main estimates are not particularly sensitive to the inclusion of controls for teacher characteristics and peer characteristics (rows 4 and 5) or even time trends in these variables (rows 6 and 7). Next, in light of previous research indicating that independent schools

[^12]may be more likely to inflate grades, I show that my main results hold when restricting the sample to students who graduate from public schools (row 8).

When it comes to changes in school choice at the high school level, it may seem concerning that enrollment in independent schools starts to diverge in the treated and control regions around the time of the admission reform (see the bottom panel of Figure A.1). However, the gradual expansion of independent schools in the years prior to the reform can, in a sense, be considered a phase-in of the treatment that I study, given that independent schools have always used grades-based admissions. Likewise, the expansion of independent schools after the reform can also be considered part of the treatment: with increased choice, earning higher grades would now provide access to an even wider range of schools. Nevertheless, even though it is an imperfect control variable, ${ }^{21}$ I show that including time trends in the share of high school students enrolled in independent schools at the time of application does not eliminate the treatment effect, though its magnitude drops to $7.6 \%$ of a standard deviation (row 9).

Another potentially concerning change during the study period was the adoption of a new grading scale (see section 2.1). The change in grading scale preceded the admission reform by two years, and all students were subject to the same change in rules. Figure A. 2 suggests that the spread of the grade distribution was affected similarly in the treated and control regions. While these patterns are reassuring, the change of grading scale could still create differential trends in GPA if the initial shape of the GPA distribution differed in the treated and control regions. In particular, the anticipation effect that we observe in 1999 could be a delayed reaction to the new grading scale if there were more high-achieving students in the treated region and teachers were hesitant to set extreme grades in the first year after the adoption of the new grading standards.

To investigate this concern, I start by examining the share of observations in each decile of the national GPA distribution prior to the introduction of the new grading scale. Figure A. 3 reveals that there are only minor differences, though there is slightly more density in the top two deciles of the distribution in the treated region. In order to rule out that these differences in density affect my results, I perform two robustness checks. First, I weigh observations in the treated region by the relative densities in each decile of the national distribution such that individuals in deciles that are overrepresented in the treated region get less weight in the regression and vice versa. Second, for each graduation cohort, I predict students' grades based on their background

[^13]characteristics. ${ }^{22}$ Then, I control for trends in predicted grades in the main difference-in-differences model. The results of these two checks are shown in rows 11 and 12 of Table A. 3 respectively. Reassuringly, there is little change in the point estimates.

Lastly, a minor concern is that with the adoption of the new grading scale, schools stopped tracking students into different types of math and English classes. Thus, grades in math and English are not completely comparable over my entire study period. In row 13 of the table, I therefore show that my main estimates are unchanged if I exclude these subjects from the computation of the grade point average.

### 5.2 Distributional effects of the reform

Thus far, my analysis has focused on the average effect of the admission reform. However, the size of the effect could differ across the grade distribution. For example, high-achieving students may have weak responses to the reform if their current level of effort puts them close to the maximum GPA or safely above the predicted admission cutoff for their desired school and program. Similarly, low-achieving students may have weak responses given their low likelihood of being admitted to prestigious schools even if they exert a lot of effort to improve their grades. By contrast, average-achieving students are on the margin of admission to many popular programs, and with a reasonable amount of effort, they can raise their GPA above the expected admission cutoffs. Moreover, after the end of proximity-based admissions, average-achievers who live near prestigious schools face the greatest risk of being crowded out by high-achievers who live far away; under the new rules, they must earn higher grades to stand a chance of admission. Thus, it is reasonable to expect stronger responses in the middle of the distribution.

To investigate this possibility, I study the distributional effects of the reform using the unconditional quantile regression method that I described in section 3. The solid blue line in Figure 4 plots the estimates of the unconditional quantile treatment effects at each percentile of the pre-reform treatment distribution, and the shaded region depicts the $95 \%$ confidence interval for the point estimates. I also report the results at several key points of the distribution in Table A.4. Notably, there are sizable and significant effects across the entire grade distribution, indicating that students of all abilities improved their performance as a result of the reform. However, the effect size is not uniform. The quantile treatment effects roughly follow an inverted U-shaped pattern,

[^14]Figure 4. Distributional effects of the reform.


Notes: The solid blue line traces out the estimated quantile treatment effect from equation (3) at each percentile of the pre-reform treatment distribution. The shaded region shows the $95 \%$ confidence interval for the estimates.
with smaller effects in the bottom and top of the distribution. The peak occurs just above the median, where the estimated treatment effect is about $15 \%$ of a standard deviation. ${ }^{23}$

The pattern of non-linear effects is consistent with a story in which student responses drive the increases in grades. The effects are strongest in the middle of the distribution, where the majority of cutoffs to academic programs are and students thus have the most to gain from increasing their grades (see Figure A.6). However, this pattern could also be observed if grade inflation drives the results. For example, parents of students who are on the margin of admission to a prestigious school may be more likely to pressure teachers into raising their children's grades. Thus, I spend the next two sections trying to disentangle the grade inflation channel from changes in student effort.

[^15]
## 6. Direct checks of the grade inflation channel

A crucial question is whether behavioral responses from students or teachers drive the effects that I observe. In either case, the fact that grades increased due to the reform has meaningful consequences at the individual level. However, from a policy perspective, the desire is to increase effort and knowledge, not to alter grading practices. If the reform increased grade inflation and widened the differences in grading standards between regions, this could have negative welfare effects (Nordin et al., 2019) and ultimately even reduce student effort and learning (Betts and Grogger, 2003).

In this section, I use data on standardized exams to investigate whether grade inflation drives my results. As discussed earlier, there are no external evaluators on these exams; rather, teachers grade their own students according to national grading criteria. Two features of the grading criteria are ideal for assessing the extent to which teachers inflate grades. First, the standardized exams in math are graded on a numerical scale with pre-determined cutoffs for each letter grade. Second, teachers in math, English, and Swedish are supposed to take exam grades into account when setting final course grades. In section 6.1, I exploit the first feature to gauge the degree of grade inflation in treatment versus control regions after the reform. In section 6.2, I exploit the second feature to assess the extent to which grading standards became more lenient due to the reform.

### 6.1 Test score manipulation on maths exams

Since the end of my study period, all ninth grade students are required to take standardized tests in math. These exams are graded on a numeric scale from $0-70$ with specific cutoffs corresponding to a grade of Pass $(G)$ and Pass with Distinction $(V G) .{ }^{24}$ The grade cutoffs vary from year to year, and there is some teacher discretion in how the grading criteria are applied. Thus, it is unlikely that students can precisely manipulate their score and strategically sort just above the cutoff required for a certain grade. This implies that the test score distribution should be continuous around the cutoffs for the grades of Pass and Pass with Distinction. If there is a significant bunching of scores just above these cutoffs, it must be because teachers manipulate (or "inflate") scores to push students from a lower to a higher grade.

As a first check on the grade inflation channel, I measure the amount of bunching above each cutoff in the test score distribution separately by treated

[^16]and control regions. While the extent to which teachers manipulate scores on the maths exam does not perfectly correspond to how much they inflate final course grades, it is nevertheless informative about how lenient teachers are in their grading practices. If grade inflation drives my result, it is likely that teachers in the treated region manipulate test scores to a larger extent than teachers in the control region; in that case, we should see a greater degree of bunching above the thresholds.

To test this hypothesis, I implement a bunching estimator similar in spirit to the one in Dee et al. (2019) and inspired by the methodological approach in Chetty et al. (2011). I start by plotting the observed distribution of test scores. By visual inspection, I determine the range of scores above each cutoff where there appears to be excess mass, as well as the range of scores below each cutoff where there appears to be missing mass (i.e., the region where the excess mass would have been if teachers did not manipulate scores). Then, I estimate the counterfactual distribution that would have occurred in a world without test score manipulation by fitting a flexible polynomial to the observed distribution, ${ }^{25}$ excluding points in the region of excess mass. I use an iterative procedure to shift the counterfactual distribution in the region of missing mass upwards until the estimated missing mass equals the estimated excess mass. To obtain the standard errors, I use the bootstrap procedure described in Chetty et al. (2011).

Figure 5 shows the results of the bunching analysis for the 2004 graduation cohort. While test score manipulation is evident in both regions-at least around the threshold to pass-the difference in the degree of manipulation between the treated and control regions is quite negligible. The total amount of manipulation is only marginally higher in the treated region than the control region ( $1.587 \%$ versus $1.478 \%$ ). Assuming that grading practices on the maths exam are reflective of grading practices in general, these results provide little to no evidence that grade inflation is stronger in the treated region than the control region after the admission reform.

### 6.2 Correspondence between exam grades and course grades

According to national guidelines, teachers in math, English, and Swedish are supposed to take students' standardized exam grades into account when setting final course grades. However, they can exercise discretion and assign either a higher or a lower mark. I use this fact to measure how lenient teachers are

[^17]Figure 5. Bunching in the national maths test distribution (2004 cohort).


Notes: In this figure, I plot the distribution of test scores on the ninth grade standardized mathematics exam from spring 2004 separately by treated and control region. Each triangle and circle corresponds to the fraction of test takers who earned the given score on the horizontal axis. The vertical dashed lines show the cutoffs for grades of Pass and Pass with Distinction. The curved dashed line depicts the counterfactual distribution that would have occurred if teachers did not manipulate scores around these cutoffs. The degree of manipulation at each cutoff is given by the estimated excess mass, with standard errors from a parametric bootstrap procedure shown in parentheses.
when setting grades. For each student $i$, I construct an "inflation index" that measures the extent to which their course grade in subject $c$ is inflated over their exam grade in that subject. I first convert students' grades to a numeric scale, ${ }^{26}$ and then take the difference between their course grade and exam grade:

$$
\text { InflationIndex }_{i, c}=\text { CourseGrade }_{i, c}-\text { ExamGrade }_{i, c}
$$

Next, using data from the three municipalities in Stockholm county for which I have both pre- and post-reform data on grades and standardized tests, I estimate my main difference-in-differences model using the inflation index as the dependent variable. ${ }^{27}$ Table 3 shows the results. In column 1, I begin by verifying that the change in GPA for the subsample is in line with my main results for all of Stockholm county. The estimated effect on standardized GPA is 0.14 , which is notably larger than the main point estimate of 0.10 from Table 2. However, due to data limitations, I only include cohorts 1998 and 2004 in the current estimation. According to the event study plot in Figure 3, the annual estimate relative to 1998 is 0.137 for the 2004 cohort, which is in line with the result for the current subsample.

Reassured that the results for the subsample are similar to the results for the main sample, I proceed with an analysis of the inflation index. The reported coefficient on Treat $\times$ Post should be positive and significantly different from zero if the admission reform increased teachers' grading leniency. Column 2 reports the results for math and indicates that, if anything, grading leniency actually decreased in the treated region compared to the control region. Meanwhile, the point estimates for English in column 3 and Swedish in column 4 are small in magnitude and statistically indistinguishable from zero, indicating that there was no change in grading leniency in these subjects due to the reform. Altogether, these results suggest that the grade inflation channel is not driving my main results.

[^18]Table 3. Effect of the admission reform on the grade inflation index.

|  |  | Grade inflation index in: |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | GPA | Math | English | Swedish |
|  | $(1)$ | $(2)$ | $(3)$ | $(4)$ |
| Treat $\times$ Post | 0.140 | -0.868 | 0.026 | -0.099 |
|  | $(0.054)^{* * *}$ | $(0.481)^{*}$ | $(0.174)$ | $(0.362)$ |
|  |  |  |  |  |
| Pre-reform mean | 0.256 | 1.420 | -0.211 | 0.866 |
| Observations | 13,396 | 11,502 | 13,396 | 12,041 |

Notes: Each entry reports the point estimate of the coefficient on Treat $\times$ Post from a different difference-in-differences model. In column 1 , the dependent variable is standardized GPA. In columns 2 to 4, the dependent variable is the inflation index in either math, English, or Swedish. All models are estimated using the three municipalities for which I have pre-reform and post-reform standardized test data. The pre-reform mean refers to the average GPA in Stockholm municipality in 1998; it is notably higher than the average GPA for all of Stockholm municipality that year due to selection of students for the pilot exam. I report robust standard errors in parentheses and denote the significance level of the estimate with stars: $* * *$ for $p$-value $<0.01$; ${ }^{* *}$ for $p<0.05$; and $*$ for $p<0.10$.

## 7. Corroborative evidence of the mechanisms

To corroborate the evidence from the previous section, I perform two heterogeneity analyses. First, I test whether the admission reform had a larger effect on students who graduated from schools that arguably had a greater incentive to inflate grades. Second, I test whether the reform had a stronger effect on students who arguably had a greater incentive to boost their grades.

### 7.1 Effects by degree of compulsory school competition

In Sweden, there is a high degree of school choice. Schools that face more competition are at a higher risk of losing students and the per-pupil voucher that the government provides to whatever school they attend. Thus, they have a stronger incentive to boost grades in an attempt to market themselves as a high-performing school. While these schools may have always used grades as a way to attract students, the reform increased the marketing value of high grades. Thus, if grade inflation is driving the results, it would be reasonable to expect stronger increases in the grades of students attending schools in highercompetition areas.

In order to check this, I perform the main difference-in-differences analysis by degree of compulsory school competition. I create a variable, Competition ${ }_{i}$, that measures the amount of competition faced by the compulsory school that student $i$ graduates from. For each school, I measure competition as the frac-
tion of grade nine enrollment covered by other schools within an $x$ kilometer radius; thus, the measure equals zero if there are no other schools within an $x$ kilometer radius and grows closer to one the smaller a school's enrollment share is. ${ }^{28}$

To measure heterogeneous effects by competition, I fully interact the Competition variable with the right-hand side of the main difference-in-differences model in equation (1). The coefficient of interest is the estimate on triple interaction term, Competition $\times$ Treat $\times$ Post, and it would be positive and significant if the reform had larger effects on schools facing higher competition. It is unclear exactly what radius is relevant for measuring school competition, so I try out different radii from one to 10 kilometers in 0.1 km increments. I plot the estimates for different radii in Figure 6. The majority of the estimates are negative in sign and statistically indistinguishable from zero, indicating that the reform did not have differential effects by level of compulsory school competition. Because the incentives to inflate grades should vary with the degree of competition, this corroborates the evidence from section 6 , which suggested that grade inflation is not driving the results.

Figure 6. Effects by degree of compulsory school competition within $x$ kilometers.


Notes: The solid blue line plots the estimate of the triple interaction term Competition $\times$ Treat $\times$ Post when defining school competition within different distances from the school. The shaded region shows the $95 \%$ confidence interval for the estimates.

[^19]The finding that the effect of the admission reform does not vary by degree of competition also speaks against another possible behavioral response on the school side: i.e., that schools might improve their quality in response to the reform. Just as the pressure to inflate grades is stronger for schools subject to more competition, so too is the pressure to raise their quality. Thus, it would be reasonable to expect larger effects in schools subject to more competition if schools reacted to the reform by improving their effectiveness. As discussed above, there is no evidence that this is the case.

### 7.2 Effects by likelihood to enroll in an academic track

During my period of study, the most popular programs in Stockholm were the social sciences and natural sciences program. ${ }^{29}$ These programs were also offered at the most prestigious schools. Thus, the reform created the greatest shift in incentives for students who wanted to attend these tracks. If changes in student behavior drive the results, we might expect to see stronger results for students who want to attend these programs.

As a check on the student effort channel, I investigate whether the reform had heterogeneous effects by students' predicted probability of applying to the social sciences or natural sciences track in the top choice on their high school application. I use their predicted probability of applying to these tracks rather than their observed preferences, because it is likely that the program they apply to is endogenous to the reform. With pre-reform data from years 1994 to 1998, I obtain the predicted probability for each student via logistic regression. The vector of covariates includes gender, age, foreign background, parents' income, parents' years of schooling, and parents' field of education.

Figure A. 7 in the appendix shows the histogram of predicted probabilities by treated and control region. I divide students into three groups: low likelihood (bottom third of the predicted probability distribution), medium likelihood (middle third of the distribution), and high likelihood (top third of the distribution) of applying to social or natural sciences as a top choice. Then, I estimate the main differences-in-differences model separately for each of the three groups. The results are shown in Figure 7. Although the effects are a bit imprecise, the pattern follows what we would expect if student responses drive the results: the effects are smaller for the low likelihood group relative to the medium and high likelihood group.

[^20]Figure 7. Effects by likelihood of preferring an academic track.


Notes: This figure shows the difference-in-differences estimate, i.e., $\lambda$ from equation (1), when running the analysis separately for students with a low, medium and high likelihood of listing an academic track (excluding the arts program) in the top choice on their high school application. The three groups are determined using the first, second, and third quantile of the distribution of predicted probabilities from a logistic regression (see Figure A. 7 in the appendix).

## 8. Longer-run effects on student achievement

The evidence indicates that the admission reform raised compulsory school grades due to an increase student effort rather than an increase in teachers’ grading leniency. While this suggests that performance incentives could be an effective policy lever for raising student achievement, it is relevant to know whether the effects persist over time. Thus, I repeat the main difference-in-differences analysis using various high school outcomes as the dependent variable. In particular, I evaluate the effect of the reform on the probability of earning a high school diploma and on grades in core high school courses that all students must complete regardless of the program that they enroll in.

Table 4 presents the results. Before estimating the effects on high school performance, I show that the admission reform did not have an impact on selection into high school. Column 1 reports the estimated effect on the probability of enrollment. The point estimate is equal to zero and statistically insignificant, indicating that the reform did not affect attendance patterns. However, the reform did have a positive effect on the probability of graduation. Turning to column 2, the difference-in-differences estimate indicates around a 2.4 percentage point increase in the likelihood of earning a high school diploma, which is a $3.4 \%$ increase relative to the baseline probability. Panel (a) of Fig-

Table 4. Effect of the admission reform on high school outcomes.

|  | Attend | Graduate | Core GPA |
| :--- | :---: | :---: | :---: |
|  | $(1)$ | $(2)$ | $(3)$ |
| Treat $\times$ Post | 0.000 | 0.024 | -0.001 |
|  | $(0.001)$ | $(0.007)^{* * *}$ | $(0.012)$ |
|  |  |  |  |
| Wild bootstrap p-value | 0.845 | 0.141 | 0.941 |
| Pre-reform mean in the treated region | 0.974 | 0.712 | 0.234 |
| Observations | 178,116 | 178,116 | 129,845 |

Notes: Each column reports the difference-in-differences estimate, i.e., $\lambda$ from equation (1), using various high school outcomes as the dependent variable. In column 1 , the dependent variable is a binary indicator equal to one if the individual enrolls in high school the year they exit grade nine. In column 2, it is a binary indicator equal to one if the individual graduates from high school within five years of exiting grade nine. In column 3, it is an individual's average GPA in core high school courses (i.e., courses taken by all individuals), standardized with respect to the national distribution for their graduation cohort. High school grades are only available for graduates.
ure A. 8 traces out the dynamics of this effect over time. Reassuringly, the pattern is relatively similar to the pattern observed for compulsory school grades, with an immediate effect on the cohort who exited ninth grade during the anticipation period and a slightly larger effect on the cohort who exited ninth grade immediately after the reform was implemented. The fact that the likelihood of graduation increased due to the reform suggests that the achievement gains may persist in the medium-run. On the other hand, column 3 shows that conditional on graduation, the reform did not have an impact on high school grades, which is consistent with the finding of an earlier study by Söderström (2006) that estimated the effects using only one year of post-reform data. However, this last result should be interpreted with caution: the fact that grades are unobserved for all students who fail to earn a high school diploma is concerning given that the reform affected the probability of completion.

## 9. Concluding remarks

The results of this paper suggest that strengthening the performance incentives implicit in the design of the education system can have a positive effect on student achievement. I provide evidence from a high school admission reform that replaced proximity-based school assignment with strictly grades-based admissions, thereby strengthening the incentives for compulsory students to earn high grades. My difference-in-differences analysis shows that compul-
sory school grades increased due to the reform, with positive effects along the entire grade distribution and the largest shifts around the median.

While this is not the first study to find that grades change in response to grades-based incentives, I contribute to the literature with a rigorous investigation of the mechanisms driving the findings. The checks that I perform all render support for the hypothesis that the grade increases are driven by student responses, rather than more lenient grading practices. This finding is important from a policy perspective, because the aim of performance incentives is to boost student effort and enhance learning. If the effect had instead been the result of grade inflation, this could have undesirable welfare effects (Nordin et al., 2019) and even lower student motivation and effort (Betts and Grogger, 2003). However, given that I find no evidence that grade inflation drives my effect, my results suggest that altering the performance incentives in the education system may be an effective policy tool to raise student achievement. An open question is how long these effects persist and whether they translate into longer-term achievement gains.

Another important conclusion from my analysis is that a student's achievement in a given grade level is sometimes endogenous to features of the educational system that the student will experience at later grade levels. From an econometric perspective, this implies that we should be careful when including prior student achievement in models evaluating the effect of policies that change the education system at later grades. Moreover, when evaluating educational interventions, policymakers should consider its potential effects on students of all ages, not just students in the targeted grade levels.

## Appendix

## Figures

Figure A.1. Share of students in independent schools.
(a) Grade nine graduates
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Notes: Panel (a) plots the percent of students who graduate from grade nine at an independent school. Panel (b) plots the percent of students who attend an independent high school, excluding a small number of schools without full high school programs (e.g., art schools with one- or two-year programs in painting). The treated group includes students enrolled in Stockholm municipality, and the control group includes students enrolled in the rest of Stockholm county.

Figure A.2. Spread in the grade distribution over time.


Graduation year


Notes: The blue lines plot ratios for the treated region, and the orange lines plot ratios for the control region. The dashed vertical line indicates the switch from a relative grading scale to criterion-based grading.

Figure A.3. Densities in different parts of the GPA distribution prior to the introduction of criterion-based grading.


Notes: For both the treated and control group, this figure reports the share of observations in each decile of the national GPA distribution prior to the introduction of criterion-based grading in 1998. For example, $7.7 \%$ of the observations in the treated group fall in the 5th decile of the national GPA distribution, while the corresponding number for the control group is $7.9 \%$.

Figure A.4. Distributional effects on standardized GPA (restricted sample).


Notes: Similar to Figure 4 in the main paper, this figure plots the unconditional quantile treatment effects at different percentiles of the pre-reform GPA distribution. However, the sample is restricted to individuals who graduated from ninth grade between 1998 and 2004, i.e., after the switch from relative to criterion-referenced grading.

Figure A.5. Kernel density plot of the pre-reform grade distribution.


Notes: The dashed vertical line marks the $10^{\text {th }}$ percentile of the pre-reform grade distribution in the treated region.

Figure A.6. Post-reform distribution of admission cutoffs for programs offered at public schools in the treated region.


Notes: These figures show the distribution of admission cutoffs for academic tracks (excluding the Arts program, which has special admission criteria) and vocational tracks at public schools in the treated region. The left-hand panels show the cutoffs in the first post-reform year and the right-hand panels show the cutoffs for all post-reform years in the study period. Programs without binding admission cutoffs are excluded from the histograms. All cutoffs are converted to their percentile of the pre-reform treatment distribution.

Figure A.7. Histogram of predicted probability of preferring an academic track.


Notes: This figure reports the distribution of grade nine graduates' predicted likelihood to list an academic track (other than the arts track) in the top choice on their high school application. The white bars with blue outlines correspond to the treated region, and the orange bars correspond to the control region.

Figure A.8. Event study plots for high school outcomes.
(a) Probability of graduating from high school

$\longrightarrow$ Estimate $\square$ Confidence interval
(b) Standardized GPA in core high school courses

$\square$ Estimate $\square$ Confidence interval

Notes: Each panel plots the estimates from an event study specification of equation (1), in which I replace the post-reform indicator with a set of time dummies. I omit the time dummy for 1998, such that all annual coefficients are measured relative to the year prior to the announcement of the reform. In panel (a), the dependent variable equals one if an individual graduates within five years of exiting grade nine. In panel (b), the dependent variable is standardized GPA in core high school courses (i.e., courses taken by all students regardless of the high school track they enroll in).

## Tables

Table A.1. Descriptive statistics.

|  | All grade 9 graduates | Treated group | Control group |
| :---: | :---: | :---: | :---: |
| Girl | 0.489 | 0.482 | 0.485 |
| Age | $\underset{(0.243)}{15.020}$ | $\underset{(0.198)}{15.039}$ | $\underset{(0.191)}{15.037}$ |
| Foreign background | 0.138 | 0.190 | 0.171 |
| Mother's birth-giving age | $\underset{(5.119)}{28.012}$ | $\begin{gathered} 29.147 \\ (5.232) \end{gathered}$ | $\underset{(5.217)}{28.483}$ |
| Number of siblings | $\underset{(1.201)}{1.814}$ | $\underset{(1.118)}{1.557}$ | $\begin{aligned} & 1.734 \\ & (1.126) \end{aligned}$ |
| Parents are married | 0.630 | 0.522 | 0.597 |
| Parents' income | $\begin{aligned} & 374.718 \\ & (239.476) \end{aligned}$ | $\begin{aligned} & 449.324 \\ & (350.691) \end{aligned}$ | $\begin{aligned} & 443.738 \\ & (318.589) \end{aligned}$ |
| Mother's employment status | 0.814 | 0.833 | 0.846 |
| Father's employment status | 0.851 | 0.823 | 0.859 |
| Mother's years of schooling | $\underset{(2.512)}{11.630}$ | ${ }_{(2.743)}^{12.225}$ | $\underset{(2.605)}{11.794}$ |
| Father's years of schooling | $\underset{(2.864)}{11.458}$ | $\underset{(3.019)}{12.356}$ | $\underset{(2.880)}{11.828}$ |
| Mother has an elite degree | 0.023 | 0.052 | 0.036 |
| Father has an elite degree | 0.072 | 0.140 | 0.112 |
| Missing father's information | 0.032 | 0.024 | 0.016 |
| Attended public school | 0.976 | 0.942 | 0.955 |
| Grade 9 GPA (standardized) | 0.002 | 0.178 | 0.051 |
| Observations | 1,103,387 | 58,541 | 119,575 |

Notes: The first column reports the average characteristics for all grade nine graduates in Sweden between 1994 and 2004. The treated group refers to graduates whose mother lived in Stockholm municipality at the end of 1993, and the control group refers to graduates whose mother lived in another municipality in Stockholm county at the end of 1993.

Table A.2. Balance of covariates.

|  | Estimate of <br> Treat $\times$ Post | Clustered <br> Std. Err. | Bootstrap <br> P-value |
| :--- | ---: | ---: | ---: |
| Girl | -0.002 | 0.003 | 0.537 |
| Age | 0.003 | 0.002 | 0.300 |
| Foreign background | 0.001 | 0.003 | 0.626 |
| Mother's birth-giving age | 0.556 | 0.051 | 0.000 |
| Number of siblings | -0.020 | 0.011 | 0.285 |
| Parents are married | 0.036 | 0.004 | 0.011 |
| Parents' income | 6.026 | 6.327 | 0.468 |
| Mother's employment status | 0.000 | 0.004 | 0.931 |
| Father's employment status | 0.003 | 0.003 | 0.441 |
| Mother's years of schooling | -0.004 | 0.027 | 0.899 |
| Father's years of schooling | 0.060 | 0.036 | 0.307 |
| Mother has an elite degree | 0.004 | 0.003 | 0.360 |
| Father has an elite degree | 0.006 | 0.003 | 0.309 |
| Missing father's information | -0.002 | 0.001 | 0.284 |
| Attended public school | 0.006 | 0.008 | 0.506 |

P-value for test of joint significance: 0.861
Notes: Each entry in the second column reports the estimate of the interaction
term in equation (1) from separate regressions in which I use the characteristic
in the first column as the dependent variable. The third column reports standard
errors robust to clustering at the municipal level. The fourth column reports the
p-value when I perform inference using the wild-cluster bootstrap procedure sug-
gested by Cameron et al. (2008).
Table A.3. Robustness checks for main difference-in-differences analysis.

|  | Estimate of <br> Treat $\times$ Post | Clustered <br> standard error | Wild bootstrap <br> p-value |
| :--- | :---: | :---: | :---: |
| 1. Baseline estimation, column 2 from Table 2 | 0.100 | 0.015 | 0.034 |
| 2. Assigning treatment by graduation municipality | 0.097 | 0.018 | 0.056 |
| 3. Assigning treatment by current residence | 0.107 | 0.015 | 0.042 |
| 4. Including controls for teacher characteristics | 0.097 | 0.016 | 0.029 |
| 5. Including controls for peer characteristics | 0.103 | 0.015 | 0.037 |
| 6. Controlling for trends in teacher characteristics | 0.095 | 0.017 | 0.072 |
| 7. Controlling for trends in peer characteristics | 0.087 | 0.018 | 0.101 |
| 8. Sample restricted to public schools | 0.109 | 0.016 | 0.035 |
| 9. Controlling for trends in share of students who attend independent high schools | 0.076 | 0.223 | 0.126 |
| 10. Sample restricted to cohorts with criterion-based grading | 0.115 | 0.020 | 0.049 |
| 11. Weighing observations to adjust for differences in pre-reform densities | 0.101 | 0.015 | 0.033 |
| 12. Controlling for trends in predicted grades | 0.091 | 0.014 | 0.040 |
| 13. Excluding Math and English from grade point average | 0.100 | 0.017 | 0.047 |
| 14. Including school fixed effects | 0.101 | 0.019 | 0.122 |

Notes: Each row corresponds to a different robustness check, with the exception of the first row, which repeats the main estimate for comparison. The second column reports the estimate of the interaction term in equation (1) for each robustness check. The third column reports standard errors clustered at the municipal level. The fourth column reports the $p$-value when I perform inference using the wild-cluster bootstrap procedure suggested by Cameron et al. (2008). In row 2, teacher characteristics include school-level averages of teachers' certification status, experience, and contract type (part-time or permanent). In row 3, peer characteristics include school-level averages of parents' income and years of education, as well as the share of girls and students with a foreign background.

Table A.4. Distributional effects of the admission reform.

|  | $10^{\text {th }}$ perc. | $25^{\text {th }}$ perc. | $50^{\text {th }}$ perc. | $75^{\text {th }}$ perc. | $90^{\text {th }}$ perc. |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | $(1)$ | $(2)$ | $(3)$ | $(4)$ | $(5)$ |
| Treat $\times$ Post | 0.072 | 0.083 | 0.129 | 0.126 | 0.090 |
|  | $(0.024)^{* * *}$ | $(0.016)^{* * *}$ | $(0.017)^{* * *}$ | $(0.019)^{* * *}$ | $(0.016)^{* * *}$ |
|  |  |  |  |  |  |
| Wild bootstrap p-value | 0.181 | 0.057 | 0.028 | 0.047 | 0.056 |
| Pre-reform level | -1.176 | -0.469 | 0.136 | 0.852 | 1.426 |
| Observations | 178,116 | 178,116 | 178,116 | 178,116 | 178,116 |

Notes: This table reports the unconditional quantile treatment effects at different percentiles of the pre-reform grade distribution in the treated region. Standard errors are clustered at the municipal level and reported in parentheses. Stars denote significance levels: *** for $p$-value $<0.01$; ** for $p<0.05$; and * for $p<0.10$. Because there are only 25 clusters, I also report the p -value when I perform inference using the wild-cluster bootstrap procedure suggested by Cameron et al. (2008).
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## II. Teacher credentials, per-pupil spending, and outcomes of adult education students

[^21]
## 1. Introduction

Policymakers consider increased access to education a crucial tool for improving people's skills, productivity, and well-being. However, an important question is whether access to education can expand without lowering the quality of schooling. The answer depends in part on the relationship between school resources and student achievement. Large increases in student enrollment put a strain on educational inputs such as class size, teacher quality, and per-pupil spending. For example, to meet the increased demand for teachers, schools may be forced to hire candidates with poor qualifications, thereby lowering the average quality of the teaching staff. If negative shocks to the quality or quantity of school inputs matter for student outcomes, policies that increase access to education may be limited in their effectiveness and could even have adverse consequences, particularly for students who would have enrolled in the absence of the intervention.

In this paper, I evaluate how expansion-induced shocks to school inputs affect student performance by investigating the spillover effects of a Swedish policy that temporarily doubled enrollment in adult education. The policy, known as the Adult Education Initiative (AEI), was part of a strategy to reduce high unemployment after a severe economic crisis in the early nineties. Between 1997 and 2002, the government created an additional 100,000 spots in adult education and used generous study allowances to encourage loweducated, unemployed individuals to enroll. A key feature of these study allowances is that they were available only to individuals aged 25 to 55 . I exploit this institutional detail by restricting my analysis to individuals under age 25 , thus mitigating concerns that changes in student composition drive my findings.

With rich administrative data covering all students in adult education and their teachers, I perform two complementary analyses. First, I study how the Adult Education Initiative affected students' exposure to a broad range of inputs that have been shown to influence academic achievement in other settings, including class size (Fredriksson et al., 2013; Krueger and Whitmore, 2001); teacher experience (Papay and Kraft, 2015); teacher certification (Andersson et al., 2011); and per-pupil expenditure (Jackson et al., 2020). Next, I evaluate whether the changes in school inputs coincided with changes in students' likelihood to complete their courses or earn high grades. Taken together, the two sets of results provide reduced-form evidence on the relationship between school inputs and student performance in adult education.

To estimate the effects of the reform, I rely on the fact that the expansion of adult education was not geographically uniform. For each municipality, I
measure the degree of expansion induced by the AEI as the per-capita increase in enrollment among 25- to 55 -year-olds. Then, I classify the municipalities as either a higher-expansion or lower-expansion region depending on whether they experienced above- or below-median enrollment shocks. Intuitively, my approach compares the evolution of school inputs and student outcomes in municipalities where enrollment in adult education expanded a lot (i.e., the higher-expansion regions) and municipalities where enrollment in adult education expanded a little (i.e., the lower-expansion regions). This difference-in-differences strategy is built on the idea that the amount of strain that the AEI put on school inputs should vary with the intensity of enrollment expansion. ${ }^{1}$ Under the premise that larger increases in enrollment coincide with stronger negative shocks to school inputs, it is possible to deduce the relationship between school inputs and student outcomes by studying how academic performance evolves over time in the higher- and lower-expansion regions. If negative shocks to school inputs have a negative effect on students, then academic performance should decline in the higher-expansion regions relative to the lower-expansion regions after the introduction of the AEI.

My first set of results confirms the premise that regions subject to larger enrollment increases experienced greater strains on school inputs. Although the central government provided subsidies to help municipalities finance the expansion, the additional funding was stretched thin in areas where enrollment rose the most: I find that average per-pupil spending on instruction, course materials, and facilities all declined in the higher-expansion regions relative to the lower-expansion regions as a result of the policy. The higher-expansion regions also had a more difficult time recruiting qualified teachers. While there were large declines in the average quality of the teaching staff across both groups, my estimates show that students in the higher-expansion regions experienced a significantly larger drop-about five percentage points-in the share of teachers with a formal pedagogical background or prior teaching experience. However, there were no differential changes in class size.

My second set of results shows that, as a consequence of the AEI, students in the higher-expansion regions became four percentage points more likely to drop their courses compared to students in the lower-expansion regions. There was also a negative effect on the likelihood of earning a high grade. However, this latter effect appears to be driven by course dropout: conditional on course completion, I find no impact on grades. Together with the first set of results,

[^22]these findings suggest that there is a causal link between school inputs and course completion. To support this interpretation, I also study the dynamics of the effects over time, showing that the shocks to school inputs and the changes in student outcomes follow relatively similar patterns.

While my findings are highly suggestive that school resources affect the academic achievement of adult learners, I consider several alternative explanations. Of particular concern is the fact that the composition of the student body is bound to change as a result of the reform, and these compositional changes may be larger in higher-expansion regions. This gives rise to two separate issues. First, if the AEI created more opportunities for younger students to participate in adult education in the higher-expansion regions, they may be more negatively selected than students in the lower-expansion regions, which could in turn explain the observed increase in course dropout. Indeed, I find that the higher-expansion regions experienced larger and more sustained increases in enrollment among all age groups. However, I perform a set of balance tests and show that the expansion did not have a differential effect on the composition of younger students in the higher- versus lower-expansion regions. Although I cannot rule out that some other unobserved characteristic changed in a way that would negatively impact student achievement, my balance tests lend credibility to that assumption and alleviate concerns about negative selection.

Second, in light of evidence that peer composition affects the academic achievement of college students (Carrell et al., 2009), it is plausible that peer quality could influence the performance of other types of adult learners. In that case, any differential changes in student composition among the target population-i.e., the older students-could explain my findings, especially given that the reform encouraged low-educated, unemployed individuals to enroll. Reassuringly, however, I find that, on average, the AEI affected the composition of classmates in a similar manner in the high- and low-expansion areas. Moreover, despite a few significant changes in some years, the pattern of changes in peer quality over time does not mirror the dynamics of the effects on student outcomes as closely as in the case of school resources, thus supporting the interpretation that shocks to school resources and not peer characteristics cause the observed increase in course dropout.

The findings of this study contribute to a broad literature on school inputs and student outcomes. Most existing studies look at the effect of resources in primary and secondary school. There are a few studies at the college level (see e.g. Hoffmann and Oreopoulos, 2009), but to the best of my knowledge, there has been no prior research on adult education students. This is an important omission, given that between 5 and $15 \%$ of the adult population in OECD
countries participates in formal adult education (see p. 316 of OECD, 2017), and many of these adult learners are vulnerable members of society, for example refugees and high school dropouts, who may be unable to compensate for poor school environments.

Another key difference between my study and the existing research is that most other studies try to isolate the effect of one particular school input when holding other school inputs constant. While this allows for cleaner causal identification, it does not reflect the reality of most educational interventions, i.e., that many inputs may change at once. One notable exception in the literature is Jepsen and Rivkin (2009), who study a large-scale class-size reduction in California and show that the benefits of smaller classes can be offset when schools have to hire inexperienced, uncertified teachers in order to meet class size targets. My findings echo these results, suggesting that the benefits of educational expansions may be diminished by resulting shocks to school resources.

As such, my study also contributes to the literature on educational expansions, providing some of the first quasi-experimental evidence that educational expansions have negative spillover effects. In a closely related study, Bianchi (2020) evaluates an expansion of undergraduate STEM education in Italy and finds negative effects on the academic performance of students who were not the target of the policy. Similar results have been found in the literature on cohort size and resource crowding (see, e.g., Babcock et al., 2012; Bound and Turner, 2007). However, as far as I know, none of the existing studies look specifically at enrollment expansions in the adult education sector. This is a topical issue, as enrollment in adult education is on the rise in most OECD countries and policymakers have acknowledged that "lifelong learning" is a key policy tool to cope with technological changes on the labor market.

The rest of the paper proceeds as follows. The next section provides an overview of the Swedish education system and the Adult Education Initiative, followed by a discussion of the data and the key variables used in my analysis. Section 3 discusses the empirical strategy, sample selection, and descriptive statistics. Section 4 reports the results of the difference-in-differences analysis for school inputs and the corresponding results for students' academic outcomes. Section 5 presents some robustness checks, and section 6 performs heterogeneity analysis by individual's background characteristics. Finally, section 7 concludes.

## 2. Context and data

All of the facts presented in this section apply specifically to my period of study (1994-2002). I begin with an overview of the education system in Sweden, in particular municipal adult education (Komvих in Swedish). Then, I proceed with a discussion of the Adult Education Initiative, the policy intervention that I exploit to study the relationship between school inputs and student outcomes. Finally, I present the data sources and key variables that I use for my empirical analysis.

### 2.1 The Swedish education system

Following nine years of compulsory education, the majority of students in Sweden choose to enroll in high school. High school education is divided into specialized tracks that are either academic or vocational in nature. Until the mid-1990s, vocational tracks lasted two years and did not grant eligibility for university admission, whereas academic tracks lasted three years and prepared students for higher education. By 1996, the vocational tracks had been converted to three-year programs, and all high school graduates met the general admission requirements for university. However, some students had to complete additional courses in order to become eligible for university programs with special entry criteria. ${ }^{2}$

Once individuals complete high school or reach age 20, they are eligible to enroll in municipal adult education in their municipality of residence. They can request to enroll in other municipalities under special circumstances, for example if their home municipality does not offer certain courses. At the lower-secondary level, admittance is guaranteed to any student who has not finished compulsory school. At the upper-secondary level, admittance is guaranteed only when there is sufficient capacity in a course. If demand for a course exceeds the number of available spots, the school chooses which applicants to admit according to national guidelines: priority is given to those who lack a three-year high school degree and to those in greatest need of studying the course. ${ }^{3}$ If a student is admitted, the municipalities must provide the education free of charge. Moreover, the central government offers various forms of financial aid to help students cover their living expenses and foregone earnings while enrolled.

Enrollment in adult education is quite common in Sweden, with over a third of a birth cohort participating at some point in their life. There are several

[^23]common reasons for participating. Compulsory or high school dropouts may enroll to complete their degree, or graduates of two-year vocational tracks may register for the additional courses required to top up to a three-year degree. Individuals with ambitions to attend a particular university program may enroll to complete courses that were not part of their high school track but are required for admission to their desired field of study. During the period I study, it was also possible for high school graduates to sign up for courses they had already completed in high school in an attempt to improve their final grade and boost their chances of college admission. Lastly, students who want additional occupational training may enroll in specialized vocational courses to supplement their previous training. ${ }^{4}$

The vast majority of enrollment in adult education-around $85 \%$-occurs in upper-secondary courses, with only $10 \%$ in the compulsory-school level and just 5\% in supplementary vocational training. Almost all courses follow a syllabus that is similar to-or in the case of upper-secondary courses, identical to-the syllabus in the regular school system. The National Agency for Education (Skolverket) determines both the syllabus and the grading criteria. At the compulsory level and in supplementary vocational training, teachers can assign three grades-Fail (I), Pass $(G)$, and Pass with Distinction $(V G)$ while at the upper-secondary level, teachers can also pass a student with High Distinction ( $M V G$ ). If teachers lack sufficient basis to judge a student's mastery of the subject (e.g., due insufficient course participation), the teacher is not supposed to set a formal grade, but should instead enter a mark of $Z$ into the grading catalogue.

### 2.2 The Adult Education Initiative

Between 1997 and 2002, the adult education sector underwent a massive expansion as a result of an intervention called the Adult Education Initiative (AEI). The Swedish government implemented the policy in response to a severe financial crisis that caused unemployment to skyrocket from under $2 \%$ in 1990 to over $8 \%$ percent by the mid-1990s. The primary aim was to reduce unemployment among the low-educated by giving them a chance to obtain stronger academic credentials and raise their appeal to potential employers. In addition, the initiative was intended to revitalize the provision of adult education.

[^24]To achieve its goals, the government financed the creation of 100,000 spots in municipal adult education, primarily at the upper-secondary level. Within just two years of the program's start in July 1997, enrollment in adult education nearly doubled. Figure 1 shows that much of this increase resulted from a sharp jump in enrollment among individuals between ages 25 and 55. The government specifically targeted this age group with generous study allowances: for up to one year, low-educated 25- to 55 year olds who were eligible for unemployment benefits could instead receive the same amount in study aid. ${ }^{5}$

Figure 1. Level of enrollment in adult education over time by age group.


Notes: Enrollment levels are measured in full-time equivalent (FTE) students. I follow Statistics Sweden's definition and calculate FTEs as the total number of registered lecture hours divided by 540 . Age is measured on December $31^{\text {st }}$ of the reported year.

Although the central government was in charge of financing the initiative, both in terms of providing financial aid to the students and subsidies to the municipalities, the municipal government bore the ultimate responsibility for implementing the policy. Municipalities had a large degree of freedom in determining which organizational committee would oversee the reform; ${ }^{6}$ the

[^25]number and type of courses that they would offer; ${ }^{7}$ and the extent to which they would hire external providers to assist with course instruction. However, all municipalities were subject to several key requirements. First, in order to receive government subsidies, they had to maintain the same "base organization" (i.e., enrollment level) that they had in the years leading up to the expansion. Second, they had to-at least in principle-follow separate ordinances for admitting AEI students and regular Komvux students. ${ }^{8}$ In practice, however, these separate admission procedures appear to have been difficult to follow, and there was some arbitrariness in whether students were officially counted as AEI participants or part of the base organization. ${ }^{9}$ This makes it difficult to assess the exact extent to which younger students and AEI participants enrolled in the same classes. To provide some idea, Figure A. 1 shows the age composition of classes prior to and during the AEI. While there appear to be some AEI-exclusive classes, the figure suggests that classes remained relatively mixed after the expansion. This has two implications for my analysis. On the one hand, it highlights the importance of checking for changes in peer composition, which is a competing explanation to the hypothesis that shocks to school inputs drive my findings. On the other hand, if the classes had not been integrated, it would have been easier for schools to target their resources, e.g., more qualified teachers or funding, at specific students. With integrated courses, the average shocks that I estimate for municipal- and school-level inputs are more likely to capture the actual shock to school inputs faced by younger students. ${ }^{10}$

### 2.3 Data sources and definition of key variables

This paper uses administrative data from Sweden covering all participants in municipal adult education between 1994 and 2002. Several key variables come from the Komvux registry (Komvuxdatabasen), which contains detailed enrollment history and course transcripts for the full population of students. For each course that a student enrolls in, I observe the total number of lecture

[^26]hours, an indicator of whether the individual unregistered from the course, and their final grade. The variable for lecture hours allows me to calculate the number of full-time student equivalents and capture the variation in enrollment over time and across regions. This regional and temporal variation in enrollment is key for my identification strategy. The variables for course grades and de-registration provide measures of academic performance that serve as the main student outcomes in my analysis. All of these student outcomes are defined at the course level and are binary variables equal to one if a condition is met and zero otherwise. For example, course dropout equals one if the individual does not earn a grade in the course ${ }^{11}$ and zero if they obtain any grade. I also create indicators for receiving any passing grade in the course and for receiving honors. ${ }^{12}$ I do not have data on course credits prior to 1997 , so I am unable to study credit accumulation.

The Komvux registry includes a school code that allows me to link students to the adult education teachers employed at their school at the start of the academic year. Via the national teacher registry (Lärarregistret), I obtain annual information on teachers' certification status and accumulated years of teaching experience since 1985. I also extract information on teachers' completed years of schooling via the Integrated Database for Labor Market Research (LOUISE). I use the data on these three teacher characteristics to measure the average teacher qualifications that students are exposed to. I do not observe the exact courses taught by each teacher, so I construct school-level averages of the characteristics, weighing each teachers' characteristic by their percent of employment such that more weight is given to the qualifications of full-time teachers than part-time teachers. ${ }^{13}$

In addition to the school code, the Komvux registry also includes course codes and detailed course information that enable me to approximate "classes" of students who study a course together (see the data appendix for details). I use this information to measure class-level peer quality and class size, which I define as the number of registrants at the start of the course. ${ }^{14}$ Unfortunately, I do not have data on prior academic achievement for the majority of adult education students during the period I study, because Statistic Sweden's

[^27]compulsory school and high school registries only date back to the late 1980s. However, I can proxy individuals' ability using several different measures: own education level, parents' education level, percentile rank in the national wage distribution for their birth cohort, and days of unemployment during the year prior to enrollment. I also study the average age of peers and the share of female peers in a class.

As a complement to the non-financial school inputs that I study, I also collect data on each municipality's expenditure on adult education. The data for 1994 through 1998 came in paper form from Statistics Sweden's archive and had to be digitized, whereas the National Agency for Education delivered the data in digital form for school years 1999 through 2002. All variables are reported at the municipal level and are measured as costs per full-timeequivalent students. My analysis looks at the log of per-pupil expenditure on instruction, learning materials, and learning facilities.

## 3. Empirical strategy

This paper exploits enrollment shocks induced by the Adult Education Initiative (AEI) to generate plausibly exogenous variation in school inputs. The crux of the identification strategy is that regions subject to larger increases in enrollment as a result of the AEI experience stronger negative shocks to school inputs. Under this premise, it is possible to assess the impact of school inputs on student outcomes by studying how student performance evolves over time in regions subject to higher versus lower enrollment shocks. If school inputs matter, student outcomes should decline in higher-expansion regions relative to lower-expansion regions after the introduction of the AEI.

A potential issue with this empirical strategy is that the educational expansion I exploit is likely to change the composition of students enrolled in adult education. It is reasonable to expect that the average ability level declines with the influx of new students, and these declines are likely to be stronger in areas where enrollment expands the most. Any observed changes in student performance might therefore reflect changes in students' own underlying academic ability or the quality of their peers.

One crucial feature of the AEI allows me to address concerns related to negative selection. As discussed earlier, the intervention primarily targeted low-educated, unemployed individuals aged 25 to 55 by incentivizing their enrollment with generous study allowances. By contrast, there were no significant changes in the financial incentives or admission rules for younger students. This means that selection issues are likely a big concern among the
older population, but less so for the younger students. I therefore restrict my analysis to individuals under age 25 at the time of their initial enrollment, and in section 3.3, I provide a formal test to show that-at least on observed characteristics-there are no significant compositional changes in the higherrelative to the lower-expansion regions among this subsample. Moreover, as a robustness check in section 5 , I will study how the composition of classmates changes due to the AEI and show that the differences in compositional changes between the higher- and lower-expansion regions are surprisingly minor and do not appear to drive my findings.

### 3.1 Identifying variation

In order to implement my identification strategy, I need to define a measure that captures regional variation in the intensity of enrollment shock caused by the Adult Education Initiative. Since the AEI targeted individuals aged 25 through 55, I focus on the variation in enrollment for this age group. I measure the intensity of expansion in each municipality as the difference between average per-capita enrollment amongst 25-55 year olds during the eleven academic terms that the AEI was in place (fall term 1997 through fall term 2002) and the six academic terms prior to the AEI (fall term 1994 through spring term 1997). That is, the enrollment shock for a given municipality $m$ is defined as:

Expansion $_{m}=\sum_{t=0}^{10} \frac{1}{11} \cdot \frac{\text { Enrollment } 25 \text { to } 55_{m, t}}{\text { Population } 25 \text { to } 55_{m, t}}-\sum_{t=-6}^{-1} \frac{1}{6} \cdot \frac{\text { Enrollment } 25 \text { to } 55_{m, t}}{\text { Population } 25 \text { to } 55_{m, t}}$
where subscript $t$ indexes the academic term relative to the start of the Adult Education Initiative (i.e., $t=0$ in fall 1997); the variable Enrollment 25 to55 $m, t$ is the number of full-time-equivalent students aged 25 through 55 registered in municipality $m$ during term $t$; and the variable Population $25 t o 55_{m, t}$ is the number of individuals aged 25 to 55 residing in municipality $m$ (measured in hundreds). The higher the value of Expansion ${ }_{m}$, the larger the enrollment shock.

Panel (a) of Figure A. 2 shows the variation in enrollment shocks across different municipalities. For ease of exposition, I divide the municipalities into two groups in the remainder of my empirical analysis. The higher-expansion group consists of the 143 municipalities that experienced above-median enrollment shocks, and the lower-expansion group consists of the 143 municipalities that experienced below-median enrollment shocks. Panel (b) of the figure shows the municipalities according to this binary classification.

An essential question is whether the higher-expansion municipalities experience sufficiently large enrollment shocks relative to the lower-expansion municipalities, such that we should expect the strain on school resources to be larger in the higher-expansion regions. I will analyze this more formally in the results section, but to convey the intuition, Figure 2 plots the strength of the enrollment shocks in the two groups and provides an example to illustrate that greater increases in enrollment indeed coincide with stronger negative shocks to school inputs. In the top panel, we see that prior to the start of the AEI, enrollment per capita in the higher- and lower-expansion regions was essentially equal. When the AEI began in 1997, the enrollment level jumped in both regions, but the shock was much larger in magnitude in the higherexpansion regions. These differences persisted through the end of the AEI, and even widened slightly between 1999 and 2001 as enrollment tapered off more quickly in the lower shock regions. In the bottom panel, we see a similar pattern in students' exposure to qualified teachers. Prior to the AEI, students in the higher- and lower-expansion regions were taught by teachers with similar credentials: on average, about $85 \%$ of teachers in their school were certified. This percentage dropped sharply in both regions as the increased demand for teachers meant that municipalities had to hire teachers without a pedagogical background (see Figure A. 3 in the appendix). However, the declines in teacher qualifications were steeper in the higher-expansion region, particularly during the 1999-2001 school years, when enrollment levels declined relatively faster in the lower-expansion regions.

### 3.2 Difference-in-differences specification

The preceding example suggests that the binary classification of municipalities by above-median and below-median enrollment expansion accurately captures school resource shocks. To more formally compare the evolution of outcomes in higher- and lower-expansion regions, I use the following difference-in-differences model:

$$
\begin{align*}
\text { Outcome }_{i, c, s, m, y}= & \gamma\left(\text { HigherExpansion }_{m} \times \text { PostAEI }_{y}\right)+X_{i, y}^{\prime} \psi \\
& +\alpha_{m}+\beta_{y}+\omega_{s}+\varepsilon_{i, c, s, m, y} \tag{2}
\end{align*}
$$

where subscript $i$ indexes an individual; $c$ indexes a course; $s$ indexes a subject; $m$ indexes the municipality of enrollment; and $y$ indexes the school year. In the first part of my analysis, the dependent variable Outcome $e_{i, c, s, m, y}$ measures student $i$ 's exposure to various school inputs, and in the second part, it

Figure 2. Illustration of the identification strategy.


Notes: Higher-expansion regions experienced above-median enrollment shocks, and lowerexpansion regions experienced below-median enrollment shocks. In panel (b), certified teachers are those with a college degree in pedagogy.
measures student $i$ 's achievement in course $c$. The indicator PostAEI $I_{y}$ equals one for all school years after the introduction of the Adult Education Initiative (1997-2002), and HigherExpansion $m_{m}$ equals one for municipalities that experienced an above-median intensity enrollment shock as a result of the policy. For all outcomes, the specification includes municipality fixed effects $\left(\alpha_{m}\right)$ and school year fixed effects $\left(\beta_{y}\right)$. Because I pool observations for all courses, I also include subject fixed effects $\left(\omega_{s}\right)$ in the regressions for student outcomes. ${ }^{15}$ These fixed effects account for unobserved heterogeneity due to the fact that some subjects may be inherently harder to pass than others, e.g., if subjects like mathematics are systematically graded more harshly than subjects like arts.

The parameter of interest, $\gamma$, measures how outcomes evolved in the higherexpansion regions relative to the lower-expansion regions after the introduction of the AEI. It captures the average effect of the AEI on school resources and student outcomes under the assumption that the outcomes would have followed parallel paths in the absence of the intervention. To explore the pattern of the effects over time, I also estimate the following event study specification where I replace PostAEI in equation (2) with a set of time dummies:

$$
\begin{align*}
\text { Outcome }_{i, c, s, m, y}= & \sum_{y=1994}^{1995} \lambda_{y} \cdot \text { HigherExpansion }_{m}+\sum_{y=1997}^{2002} \lambda_{y} \cdot \text { HigherExpansion }_{m} \\
& +X_{i, y}^{\prime} \psi+\alpha_{m}+\omega_{s}+\varepsilon_{i, c, s, m, y} \tag{3}
\end{align*}
$$

The coefficients of interest, $\lambda_{y}$, are normalized with respect to the year prior to the AEI. In addition to shedding light on the dynamics of the effects, this specification allows me to evaluate whether the parallel trends assumption is credible: if so, the pre-AEI coefficients $\lambda_{1994}$ and $\lambda_{1995}$ should be statistically indistinguishable from zero.

### 3.3 Sample selection and descriptive statistics

To construct my sample, I start with the full population of students enrolled in municipal adult education between fall term 1994 and fall term 2002. As discussed earlier, I first restrict my analysis to individuals who were age 18 to 24 at the time of initial enrollment in order to mitigate concerns that changes in student composition drive my results. Additionally, I restrict the sample

[^28]to individuals with valid compulsory school grades, so that I can control for prior achievement levels in the regressions to further alleviate concerns that differences in underlying ability affect my findings. If an individual enrolls in the same course multiple times, I keep the observation corresponding to the earliest enrollment. Lastly, I drop schools where I cannot link to teacher characteristics and classes with unreported grades. ${ }^{16}$ The resulting sample consists of 314,408 individuals, and 1,989,322 observations at the course level.

Tables A. 1 and A. 2 in the appendix show the descriptive statistics for the sample of students in higher- and lower-expansion regions. The two groups are relatively similar, though students in the higher-expansion regions are slightly less likely to have a foreign background and have slightly weaker performance in both compulsory school and high school. While it is not essential that students' average characteristics are identical in the two groups, an underlying assumption of my identification strategy is that group composition does not change differently across higher- and lower-expansion regions in a way that is correlated with student outcomes. Of particular concern is the fact that higher-expansion regions experienced larger and more sustained increases in enrollment among 18-to 24-year olds, not just the target population (see Figure A.4).

Before proceeding to the main empirical analysis, I provide evidence that in spite of these different enrollment patterns, there were no differential changes in the composition of students in the higher-expansion and lower-expansion regions. To this end, I estimate the difference-in-differences model in equation (2) using students' background characteristics as the dependent variable. Table 1 reports the results of the balance tests. The test for the joint significance of all characteristics has a p-value of 0.643 , indicating no significant changes between the two groups. This is confirmed by the separate tests for the significance of each coefficient. All point estimates are small in magnitude, and every estimate is statistically indistinguishable from zero at conventional significance levels, with the exception of the estimate for grade nine GPA at the $10 \%$ level. Given the number of variables that I test, this could be due to random chance; indeed, the more recent achievement measures like high school completion and high school GPA suggest no differential changes in academic

[^29]Table 1. Balance of covariates.

|  | Estimate | Std. Err. | P-value |
| :--- | ---: | ---: | ---: |
| Female | 0.005 | 0.006 | 0.413 |
| Age | 0.034 | 0.041 | 0.418 |
| Married | -0.001 | 0.002 | 0.707 |
| Born in Sweden | -0.002 | 0.003 | 0.564 |
| Swedish-born mother | 0.002 | 0.005 | 0.652 |
| Swedish-born father | 0.002 | 0.004 | 0.683 |
| Mother's years of schooling | -0.028 | 0.031 | 0.370 |
| Father's years of schooling | -0.013 | 0.045 | 0.765 |
| Grade 9 GPA | -0.025 | 0.015 | 0.093 |
| High school GPA | -0.014 | 0.013 | 0.295 |
| Graduate of high school | 0.004 | 0.007 | 0.525 |
| Graduate of academic program | 0.001 | 0.009 | 0.908 |
| Graduate of vocational program | 0.005 | 0.008 | 0.536 |
| Graduate of special program | -0.002 | 0.002 | 0.429 |
| P-value for test of joint significance: 0.643 |  |  |  |

[^30]ability between the two groups over time. Nevertheless, I include grade nine GPA and other control variables in all of my main regressions to control for any differences.

Before proceeding to the analysis, it is also relevant to investigate whether higher- and lower-expansion municipalities have similar background characteristics. My model specification in equation (2) includes municipality fixed effects to control for time invariant differences across municipalities that might be related to both the level of adult education expansion and student outcomes. Thus, it is not necessary for the enrollment shocks I exploit for identification to be unrelated to municipal characteristics. Nevertheless, significant differences in municipal characteristics could suggest that the trends in student outcomes might have diverged even in the absence of the Adult Education Initiative, which would violate the parallel trends assumption.

The map in Figure A. 2 shows that the municipalities in the two groups are reasonably spread out across Sweden, though the lower-expansion regions are slightly more concentrated in metropolitan areas. I report the characteristics of these municipalities in Table A.3. The industry structure in the two regions is relatively similar, but residents of higher-expansion regions face slightly worse labor market conditions and are slightly less educated on average. To
deal with concerns that these differences might reflect different underlying trends in student outcomes, I will perform robustness checks where I control for trends in municipal characteristics over time.

## 4. Difference-in-differences analysis

### 4.1 Effects on school inputs

My empirical strategy rests on the premise that regions subject to larger enrollment increases following the introduction of the Adult Education Initiative experience stronger negative shocks to school inputs. The descriptive plot in Figure 2 suggests that this is the case, at least for teacher certification status. In this section, I provide more formal evidence by estimating the difference-indifferences model in equation (2) using various school inputs as the dependent variable. I analyze several types of inputs: class size, teacher credentials, and log per-pupil expenditure.

Table 2 presents the results of the difference-in-differences analysis. The first row reports the estimate of the interaction term, $\gamma$, which captures how school inputs evolved in regions with higher expansion intensity relative to regions with lower expansion intensity after the start of the AEI. The results confirm that the stronger the enrollment shock, the stronger the negative shock to school inputs. Relative to students in regions that experienced lower enrollment shocks, students in the higher-expansion regions were taught by teachers who were less educated and more likely to be inexperienced and uncertified. The higher-expansion municipalities also spent less money per student on the cost of instruction. Although the effects are insignificant, there also appear to be declines in per student expenditure on learning materials and school facilities. Class size, however, remained unchanged as a result of the reform.

The event study plots in Figure 3 and Figure 4 confirm these findings and shed light on how the inputs evolve pre- and post-reform. The figures report the annual coefficients from the estimation of equation (3) for each school input. All of the pre-reform coefficients are statistically indistinguishable from zero, suggesting that the inputs would have evolved similarly in the absence of the enrollment shock caused by the Adult Education Initiative. The higher-expansion regions immediately experience a stronger strain on school resources after the implementation of the AEI, but these shocks grow stronger over time for the majority of characteristics. If school inputs matter for student achievement, we should expect to see similar dynamics in the effects for student outcomes.
Table 2. Effects on school inputs.

|  |  | Teacher credentials |  |  | Log per-pupil expenditure |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Class <br> size <br> (1) | Years of Schooling (2) | Share experienced <br> (3) | Share certified <br> (4) | Cost of instruction <br> (5) | Learning materials (6) | School facilities <br> (7) |
| DD estimate | $\begin{gathered} -0.548 \\ (2.034) \end{gathered}$ | $\begin{gathered} -0.145 \\ (0.051)^{* * *} \end{gathered}$ | $\begin{gathered} -0.051 \\ (0.014)^{* * *} \end{gathered}$ | $\begin{aligned} & -0.048 \\ & (0.019)^{* *} \end{aligned}$ | $\begin{gathered} -0.111 \\ (0.047)^{* *} \end{gathered}$ | $\begin{gathered} -0.140 \\ (0.104) \end{gathered}$ | $\begin{aligned} & -0.211 \\ & (0.131) \end{aligned}$ |
| Pre-reform mean | 40.644 | 15.445 | 0.855 | 0.849 | 9.702 | 7.309 | 8.431 |
| Observations | 1,989,351 | 1,989,351 | 1,989,351 | 1,989,351 | 1,947,775 | 1,940,322 | 1,941,854 |

Notes: Each individual appears once per course. Log per-pupil expenditure is calculated at the municipal level and measured in terms of full-time equivalents. The teacher characteristics are calculated at the school level. Experienced teachers are defined as teachers with 3+ years of teaching experience, and certified teachers are teachers with a college-level degree in pedagogy. The number of observations for the per-pupil expenditure outcomes differs from the other columns due the fact that some municipalities did not report expenditure data to the National Agency for Education. The pre-reform mean refers to the average in the higher-expansion regions during the 1994 to 1996 school years. Standard errors are shown in parentheses and clustered at the municipal level. Stars denote significance levels: *** for $p<0.01 ; * *$ for $p<0.05 ; *$ for $p<0.10$.

Figure 3. Effects on school inputs over time.


Notes: In all panels, the vertical line indicates the introduction of the Adult Education Initiative, and the baseline mean refers to the average in the higher-expansion regions in 1996. Each point plots the estimates of $\lambda_{y}$ from equation (3), and the blue bars show the $95 \%$ confidence intervals for the estimates when clustering the standard errors at the municipal level. In panel (a), class size refers to the number of students registered in a class at the start of the term. In panels (b) through (d), the teacher characteristics are calculated at the school level. Experienced teachers have at least three years of experience. Certified teachers are those who hold a pedagogy degree.

Figure 4. Effects on log per-pupil expenditure over time.

(c) Facilities


Baseline mean: 8.399

Notes: In all panels, the vertical line indicates the introduction of the Adult Education Initiative, and the baseline mean refers to the average in the higher-expansion regions in 1996. Each point plots the estimates of $\lambda_{y}$ from equation (3), and the blue bars show the $95 \%$ confidence intervals for the estimates when clustering the standard errors at the municipal level. In the raw data, costs are reported at the municipal level in thousands of Swedish crowns per full-timeequivalent student enrolled in the municipality. I further transform each outcome by taking the natural logarithm. Standard errors are clustered at the municipal level.

### 4.2 Effects on course outcomes

The previous section established that students in regions where the Adult Education Initiative induced higher enrollment shocks were taught by lessqualified teachers than students in regions that experienced lower enrollment shocks. Additionally, per-pupil expenditure declined in the higher-expansion regions relative to the lower-expansion regions. If these school inputs have an impact on students' academic achievement, the outcomes of students in the higher-expansion regions should decrease relative to the outcomes of students in the lower-expansion regions after the start of the AEI. To investigate this, I repeat the difference-in-differences analysis specified in equation (2) using different course outcomes as the dependent variable. In particular, I look at the probability of dropping out of a course, receiving any passing grade in the course, or passing the course with honors.

Table 3 reports the estimate of the interaction term $\gamma$ for each outcome variable. Column 1 shows that as a result of the AEI, students in higher-expansion regions became four percentage points more likely to drop out of a course relative to students in lower-expansion regions. This is a sizable effect, about a $21 \%$ increase over the baseline probability of dropout. Columns 2 and 3 show that students in higher-expansion regions also became less likely to pass the course-at all or with honors-although the results in Table A. 4 show these decreases are driven by the increased dropout rates rather than a negative impact on course grades.

Table 3. Effects on students' course outcomes.
$\left.\left.\begin{array}{lccc}\hline & \begin{array}{c}\text { Drop the } \\ \text { course } \\ (1)\end{array} & \begin{array}{c}\text { Pass the } \\ \text { course } \\ (2)\end{array} & \begin{array}{c}\text { Pass with } \\ \text { honors } \\ (3)\end{array} \\ \hline \text { DD estimate } & 0.040 & -0.033 & (0.009)^{* * *}\end{array}\right] \begin{array}{c}-0.017 \\ (0.009)^{* * *}\end{array}\right]$

Notes: All outcomes are unconditional probabilities. The regressions include year, municipality, and subject fixed effects, where a subject is defined as a combination of course prefix and level of study (e.g., mathematics at the upper-secondary level). They also control for all individual characteristics listed in Table A.1, except for high school GPA, which is missing for dropouts (ca. $24 \%$ of the sample). Standard errors are clustered at the municipal level. Pre-reform mean refers to the mean in the higher-expansion regions during the 1994-96 school years. Standard errors are shown in parentheses and clustered at the municipal level. Stars denote significance levels: ${ }^{* * *}$ for $p<0.01$; ** for $p<0.05$; * for $p<0.10$.

## Figure 5. Effects on course outcomes over time.



Notes: In all panels, the vertical line indicates the introduction of the Adult Education Initiative, and the baseline mean refers to the average in the higher-expansion regions in 1996. Each point plots the estimates of $\lambda_{y}$ from equation (3), and the blue bars show the $95 \%$ confidence intervals for the estimates when clustering the standard errors at the municipal level. All outcomes are unconditional probabilities. Individuals appear once for every course that they take. Regressions include individual controls, and the following fixed effects: municipality; year; and subject. Standard errors are clustered at the municipal level.

The estimates reveal that, on average, students in higher-expansion regions had higher dropout rates than students in lower-expansion regions as a result of the AEI. This is suggestive that school inputs do have some impact on academic outcomes. To investigate this more closely, I study whether the dynamics of the effects for course outcomes line up with the patterns for school inputs that we observed in Figures 3 and 4. To this end, I estimate the event study specification in equation (3) for each of the course outcomes and plot the coefficients over time in Figure 5.

Reassuring for the identification strategy, the coefficients in the pre-reform years are again statistically indistinguishable from zero, which lends credibility to the assumption that students' course outcomes would have evolved similarly in the higher- and lower-expansion regions if they had not been subjected to the enrollment and resource shocks. After the introduction of the AEI, we see immediate declines in student performance, with the effects growing over time in a similar pattern to the pattern of effects for school inputs. The fact that the dynamics of the effects for school inputs and student outcomes follow one another so closely is highly suggestive of a causal link.

## 5. Sensitivity and credibility of the results

### 5.1 Robustness checks

According to national guidelines, teachers are not supposed to assign a formal grade but rather are supposed to report a grade of Z in the grade catalogue when students fail to attend sufficient lectures or submit assignments required to judge their mastery of the subject material. However, in the Komvux registry, grades are missing for around $15 \%$ of observations where one would expect grades to be reported. It is unclear whether these ought to be grades of Z or whether they are truly missing values. In my main analysis, I take a restrictive approach and drop all classes where any student in the class is missing a grade. As a first robustness check, Figure A. 5 plots the difference-in-differences estimates when dropping courses with different shares of missing values for grades and shows that my findings are not driven by my sample restriction on missing grades.

Furthermore, I perform several specification checks to verify my main findings. Table A. 5 reports the results of the different checks and includes the estimates from the main specification for comparison.

The first two robustness checks test whether my findings are sensitive to the definition of the treatment variable. In panel B, I use a continuous measure of the enrollment shock instead of the binary indicator. The effects are smaller
in magnitude, though at the average treatment intensity of 2.1, they are fairly similar in magnitude to the main point estimates.

In panel C, I again use a binary treatment indicator that divides the municipalities into groups based on above-median and below-median treatment intensity; however, instead of measuring the enrollment shock as in equation (1), I take the difference between the enrollment level in the peak post-reform school year (1998/99) and the last pre-reform school year (1996/97) to better capture the immediate shock of the reform. There is a reduction in the magnitude of the effects, though they are still sizable and with the exception of the effect on passing with honors, statistically significant at the $1 \%$ level.

As an additional robustness check, I interact the set of municipality characteristics listed in Table A. 3 with the time variable to allow for the possibility that there are different underlying trends in student outcomes related to municipality characteristics. The effect sizes drop considerably, but the findings point in the same direction.

In panel E, I check whether selective re-location is a problem by assigning individuals to treatment based on their municipality of residence at the start of the sample period. Re-scaling the intent-to-treat estimates by the probability of still living in the same region, the estimates are quite similar to the main specification.

### 5.2 Alternative explanations

While the findings presented thus far provide suggestive evidence that shocks to school inputs have a causal effect on course dropout, there are several other plausible explanations to consider. As with any large-scale educational expansion, the overall composition of the student body is bound to change due to the reform. Given that the intervention targeted older individuals without a three-year high school education, we would expect the average age of adult education students to increase and their average education level to decrease. A key question is whether these changes are stronger in the higher-expansion regions relative to the lower-expansion regions. If so, then changes in peer composition may drive my findings.

I perform two analyses to check whether the increased dropout rates are the result of changes in classmates' characteristics. First, I estimate the main difference-in-differences model using various peer characteristics as the outcome variable, and also use the event study specification to check whether the dynamic of any changes in peer composition matches the pattern of the effects that we observe for student outcomes. Second, even though they are endogenous to the reform, I use the peer characteristics as control variables

Table 4. Changes in peer and course composition.

| Panel A. Peer characteristics. | Estimate | Std. Err. | P-value |
| :--- | :---: | :---: | :---: |
| Age | 0.235 | 0.176 | 0.184 |
| Share women | -0.009 | 0.005 | 0.069 |
| Share with complete HS degree | -0.001 | 0.008 | 0.897 |
| Parents' years of schooling | -0.037 | 0.030 | 0.217 |
| Income rank by birth cohort | 0.000 | 0.003 | 0.977 |
| Days of unemployment in past year | 4.755 | 2.895 | 0.102 |
| Observations | $1,989,322$ |  |  |


| Panel B. Course characteristics. | Estimate | Std. Err. | P-value |
| :--- | :---: | :---: | :---: |
| Daytime course | -0.006 | 0.009 | 0.506 |
| Course duration (in weeks) | 0.497 | 0.321 | 0.123 |
| Lecture hours per week | 0.101 | 0.094 | 0.282 |
| Compulsory-level course | 0.001 | 0.003 | 0.809 |
| Academic course | -0.038 | 0.018 | 0.037 |
| Vocational course | 0.038 | 0.018 | 0.037 |
| Observations | $1,989,322$ |  |  |


| Panel C. Overall course load. | Estimate | Std. Err. | P-value |
| :--- | :---: | :---: | :---: |
| Total number of registered courses | 0.117 | 0.129 | 0.367 |
| Total lecture hours per week | 0.779 | 0.643 | 0.227 |
| Observations | 415,444 |  |  |

Notes: The first column reports the difference-in-differences estimate when using various peer characteristics or course characteristics as the outcome variable. In panel A and $B$, each individual appears once per course. In panel $C$, each individual appears once per academic year. Standard errors are clustered at the municipal level.
in the main regressions and check whether the estimates are sensitive to the inclusion of these controls.

Likewise, the reform may change the composition of courses that a student enrolls in or the aggregate course load that they register for. In all the results for course outcomes, I include subject-level fixed effects to account for the fact that some courses may be more difficult than others and to help alleviate concerns related to changes in course composition. However, similar to the checks for changes in peer composition, I perform two robustness checks for changes in course composition: first, I use various course characteristics as the dependent variable in my main differences-in-differences model to study whether there are differential changes in course composition between
the higher-expansion and lower-expansion region. Second, I control for course characteristics (e.g., duration) in the main difference-in-differences model.

Table 4 reports the results of the difference-in-differences analysis when using different peer characteristics or course characteristics as the outcome variable, and Figures A. 6 through A. 8 plot the corresponding event study plots. Overall, there are no major changes in peer characteristics, though the share of female peers decreases slightly in the higher-expansion region, and the pattern is somewhat similar to what we observe for school outcomes. Likewise, there is a shift into vocational courses in the higher-expansion region compared to the lower-expansion region. However, for the other characteristics, there are no meaningful changes, and the dynamic of the effects does not mirror the effects on student outcomes. All in all, this suggests that changes in peer and course composition are unlikely to drive my findings. To support this, I further show in panel F of Table A. 5 that the estimates are largely unchanged when adding controls for peer composition and course characteristics to the main difference-in-differences model.

## 6. Heterogeneity analysis

A policy-relevant question is whether the effects of school resource shocks are stronger for students who come from disadvantaged backgrounds or who have had low achievement levels in the past. If these students have a harder time compensating for poor resources at school, they might be particularly susceptible to changes in school inputs. Indeed, previous research at the primary and secondary level has shown that students from disadvantaged backgrounds can be more sensitive to changes in school inputs and school quality than students from more advantaged backgrounds (see, e.g., Bloom and Unterman, 2014; Jackson et al., 2016; Krueger and Whitmore, 2001). I investigate whether this also applies to adult learners by performing two different heterogeneity analyses. First, I check whether the results differ by the education level of students' parents, i.e., whether one of their parents has some post-secondary education or not. Additionally, I check whether the results differ for high school graduates and dropouts. I show the results of these two heterogeneity analyses in Figure A. 9 and Figure A. 10 respectively. The pattern of effects is nearly identical for students with higher- versus lower-educated parents. Similarly, there are no significant differences between high school graduates and dropouts, though the point estimates are consistently slightly larger for high school dropouts.

Research on the returns to adult education suggests that women benefit from attending adult education, while men do not (see, e.g., Blundell et al., 2020). An interesting question is whether women's academic performance is more resilient to school resource shocks, or whether men and women's performance is equally affected by the level of school inputs. I investigate whether the effects differ for men and women in Figure A.11. The results suggest no significant differences.

## 7. Concluding remarks

One of the most enduring and contentious debates in education research is whether school inputs have an impact on student outcomes. A vast literature examines this question for primary and secondary school students, but we know less about how school resources affect the outcomes of students beyond high school age. This is an important omission, since a notable percentage of adults are enrolled in formal or informal education in most OECD countries (OECD, 2017).

In this paper, I contribute to the literature with the first causal evidence on the relationship between school inputs and the academic outcomes of adult education students. I show that plausibly exogenous shocks to school resources such as average teacher qualifications and per-pupil expenditure coincide with increases in the probability of course dropout, though conditional upon course completion, there is no effect on course grades.

My findings suggest that policies that expand access to education without an adjustment of school inputs may have negative consequences. This is a particularly relevant finding in the context of adult education, as policymakers have begun to accept the concept of "lifelong learning" as a way to meet the changing demands of the labor market, and enrollment in adult education is on the rise. Since the shocks that I study affect multiple school inputs simultaneously, it is difficult to disentangle whether one particular input or a combination of inputs matters most. Future research could try to disentangle the mechanisms and to evaluate whether the short-term effects on course dropout have adverse consequences for students in the long run, for example on the probability to attend university or on labor market outcomes.

## Appendix

## Figures

Figure A.1. Age composition of classes in municipal adult education.


Notes: This figure shows how the age composition of classes changed during the Adult Educative Initiative.

Figure A.2. Variation in the intensity of enrollment shocks across municipalities.


Notes: In panel (a), the darker the shade of blue, the more intense the enrollment shock. In panel (b), "higher-expansion" refers to regions that experienced above median enrollment shocks due to the AEI (shown in blue), and "lower expansion" refers to regions that experienced below median enrollment shocks (shown in orange).

Figure A.3. Inflow of adult education teachers by prior teaching experience and certification status.


Notes: This figure shows the number of full-time equivalent teachers who taught municipal adult education during the fall term of school year $y$ but not the previous year $y-1$. Each line categorizes teachers according to their prior teaching experience and the type of degree that they hold. Experience refers to any teaching experience since 1985, whether in adult education or another level. Certified refers to teachers who hold a college degree in pedagogy.

Figure A.4. Enrollment levels in municipal adult education (18- to 24-year olds).


Notes: This figure shows the number of full-time equivalent students age 18 to 24 registered for municipal adult education in year $y$. The blue line plots the enrollment levels in higherexpansion regions, and the orange line plots the enrollment levels in lower-expansion regions.

Figure A.5. Sensitivity of the main estimates to inclusion of courses with different shares of unreported grades.


Notes: These figures show how my main estimates change when I relax the sample restriction in which I drop all courses with unreported grades. The leftmost point corresponds to the main estimates, and the further to the right along the horizontal axis, the higher the share of unreported course grades permitted for an observation to be included in the estimation. If someone has a missing grade, I treat them as a dropout in panel (a).

Figure A.6. Composition of classmates over time.


Baseline mean: 26.851
(c) Share with complete HS degree


Baseline mean: 0.464
(e) Income rank by birth cohort


Baseline mean: 0.332
(b) Share of female peers


Baseline mean: 0.638
(d) Parents' years of education


Baseline mean: 11.084
(f) Days unemployed


Baseline mean: 161.672

Notes: The vertical line indicates the introduction of the Adult Education Initiative. Individuals appear once for every course that they take.

Figure A.7. Course characteristics over time.

(c) Lecture hours per week


Baseline mean: 2.467
(e) Academic


Baseline mean: 0.740
(d) Compulsory level


Baseline mean: 0.019
(f) Vocational


Baseline mean: 0.242

Notes:The vertical line indicates the introduction of the Adult Education Initiative. Individuals appear once for every course that they take.

Figure A.8. Aggregate course load over time.


Baseline mean: 16.242

Notes: In both panels, the vertical line indicates the introduction of the Adult Education Initiative. Individuals appear once per school year.

Figure A.9. Heterogeneous effects by parents' highest level of education.


Notes: I classify students according to the highest level of education achieved by either parent, where above high school (HS) refers to having completed any post-secondary education. The baseline share corresponds to the pre-reform mean in year 1996 in the higher-expansion regions. The vertical line indicates the introduction of the Adult Education Initiative. Individuals appear once for every course that they take. Regressions include individual controls, and the following fixed effects: subject (course prefix by level of study; municipality; and school year. Standard errors are clustered at the municipal level.

Figure A.10. Heterogeneous effects by high school graduation status.

(c) Pass with honors


Baseline mean shown in legend.

Notes: A student is classified as a high school graduate if they appear in the high school graduation register; otherwise, they are a dropout. The baseline share corresponds to the pre-reform mean in year 1996 in the higher-expansion regions. The vertical line indicates the introduction of the Adult Education Initiative. Individuals appear once for every course that they take. Regressions include individual controls, and the following fixed effects: subject (course prefix by level of study; municipality; and school year. Standard errors are clustered at the municipal level.

Figure A.11. Heterogeneous effects by gender.


Notes: The baseline share corresponds to the pre-reform mean in the higher-expansion regions during the 1996 school year. The vertical line indicates the introduction of the Adult Education Initiative. Individuals appear once for every course that they take. Regressions include individual controls and the following fixed effects: municipality; school year; and subject, which is defined as the combination of a course prefix and level of study (e.g., mathematics at the upper-secondary level).
Table A.1. Descriptive statistics.

|  | Higher-expansion <br> regions | Lower-expansion <br> regions |
| :--- | :---: | :---: |
| Female | 0.592 | 0.586 |
| Age | 21.754 | 21.843 |
|  | $(1.794)$ | $(1.771)$ |
| Married | 0.022 | 0.021 |
| Born in Sweden | 0.942 | 0.925 |
| Swedish-born mother | 0.857 | 0.823 |
| Swedish-born father | 0.847 | 0.804 |
| Mother's years of schooling | 10.852 | 11.211 |
| Father's years of schooling | $(2.550)$ | $(2.697)$ |
|  | 10.638 | 11.088 |
| Grade 9 GPA | $(2.929)$ | $(3.121)$ |
|  | -0.189 | -0.106 |
| High school GPA | $(0.851)$ | $(0.828)$ |
|  | -0.334 | -0.281 |
| Graduate of high school | $(0.861)$ | $(0.864)$ |
| Graduate of academic track | 0.764 | 0.768 |
| Graduate of vocational track | 0.375 | 0.426 |
| Graduate of other track | 0.371 | 0.323 |
| Observations | 0.017 | 0.019 | that experienced above median enrollment shocks due to the Adult Education Initiative, and lower-expansion regions are those that experienced below median enrollment shocks.

Tables
Table A.2. Descriptive statistics for outcome variables.

|  | Pre-reform |  | $\begin{array}{c}\text { Post-reform }\end{array}$ |
| :--- | :---: | :---: | :---: |
|  | $\begin{array}{c}\text { Higher } \\ \text { expansion }\end{array}$ | $\begin{array}{c}\text { Lower } \\ \text { expansion }\end{array}$ | $\begin{array}{c}\text { Higher } \\ \text { expansion }\end{array}$ |
| expansion |  |  |  |$]$

[^31] due to the Adult Education Initiative, and lower-expansion regions are those that experienced below median enrollment shocks.
Table A.3. Characteristics of higher-expansion and lower-expansion municipalities.

|  | Higher expansion | Lower expansion | Difference | P-value |
| :--- | ---: | ---: | ---: | ---: |
| A. Demographics |  |  |  |  |
| Log population density (residents per square kilometer) | 2.886 | 3.812 | -0.926 | 0.000 |
| Average wage income (thousands of SEK) | 142.218 | 153.441 | -11.223 | 0.000 |
| Average years of schooling | 10.577 | 10.882 | -0.305 | 0.000 |
| Percent female | 48.320 | 48.799 | -0.479 | 0.000 |
| Percent Swedish born | 90.979 | 89.532 | 1.447 | 0.034 |
| Percent in workforce | 69.733 | 73.008 | -3.276 | 0.000 |
|  |  |  |  |  |
| B. Industry structure |  |  |  |  |
| Percent of workforce employed in: |  |  |  |  |
| Agriculture, hunting, forestry and fishing | 4.401 | 3.288 | 1.113 | 0.001 |
| Mining and quarrying | 0.410 | 0.411 | -0.001 | 0.994 |
| Manufacturing | 23.495 | 22.858 | 0.637 | 0.567 |
| Electricity, gas and water supply | 0.999 | 0.743 | 0.255 | 0.026 |
| Construction | 6.591 | 6.135 | 0.456 | 0.010 |
| Wholesale and retail trade | 10.162 | 11.883 | -1.721 | 0.000 |
| Hotels and restaurants | 2.399 | 2.548 | -0.149 | 0.304 |
| Transport, storage and communication | 6.071 | 6.295 | -0.224 | 0.336 |
| Financial intermediation, real estate and business activities | 7.556 | 9.886 | -2.331 | 0.000 |
| Public administration and defense | 5.254 | 5.170 | 0.084 | 0.758 |
| Education | 6.989 | 6.838 | 0.151 | 0.379 |
| Health, social work, community and personal services | 25.674 | 23.940 | 1.734 | 0.000 |
| Observations |  |  |  |  |

Notes: All characteristics are measured in 1996, the year prior to the reform. All measures other than population density are calculated for the population age 18 to 64 .

Table A.4. Effects on student grades.

|  | Fail | Pass | Honors |
| :--- | :---: | :---: | :---: |
|  | $(1)$ | $(2)$ | $(3)$ |
| DD estimate | -0.003 | -0.001 | 0.004 |
|  | $(0.004)$ | $(0.007)$ | $(0.008)$ |
|  |  |  |  |
|  |  |  |  |
| Pre-reform mean | 0.065 | 0.434 | 0.501 |
| Observations | $1,484,769$ | $1,484,769$ | $1,484,769$ |

Notes: All outcomes condition on receiving a final grade in the course. The regressions include individual controls and fixed effects for year, municipality, and subject. Standard errors are clustered at the municipal level. Pre-reform mean refers to the average in the higher-expansion regions during the 1994-1996 school years. Standard errors are shown in parentheses and clustered at the municipal level. Stars denote significance levels: *** for $p<0.01$; ** for $p<0.05$; * for $p<0.10$.

Table A.5. Robustness checks for effects on student outcomes.

| Drop the | Pass the | Pass with |
| :---: | :---: | :---: |
| course | course | honors |
| $(1)$ | $(2)$ | $(3)$ |

Panel A. Main difference-in-differences specification.

| DD estimate | 0.040 <br> $(0.009)^{* * *}$ | -0.033 <br> $(0.009)^{* * *}$ | -0.017 |
| :--- | :---: | :---: | :---: |
|  | $(0.008)^{* *}$ |  |  |

Panel B. Using continuous measure of treatment intensity.

| DD estimate | 0.016 -0.012 <br> $(0.004)^{* * *}$ $(0.003)^{* * *}$ | -.009 |
| :--- | :---: | :---: | :---: |
|  | $(0.009)^{* * *}$ |  |

Panel C. Treatment by change in FTEs from 1996/97 to 1998/99.
DD estimate $\quad 0.029 \quad-.023 \quad-0.010$
$(0.009)^{* * *} \quad(0.009)^{* * *} \quad(0.008)$

Panel D. Underlying trends in municipality characteristics. DD estimate

$$
\begin{array}{ccc}
0.023 & -0.015 & -0.008 \\
(0.009)^{* * *} & (0.009)^{*} & (0.008)
\end{array}
$$

Panel E. Treatment by municipality of residence in 1994. DD estimate

| 0.028 | -0.025 | -0.012 |
| :---: | :---: | :---: |
| $(0.006)^{* * *}$ | $(0.007)^{* * *}$ | $(0.006)^{*}$ |

Panel F. Controlling for peer and course characteristics.

| DD estimate | 0.039 <br> $(0.009)^{* * *}$ | -0.032 <br> $(0.009)^{* * *}$ | -0.017 <br> $(0.007)^{* *}$ <br> Pre-reform mean <br> Observations |
| :--- | :---: | :---: | :---: |
| 0.190 | 0.747 | 0.400 |  |
|  | $1,989,322$ | $1,989,322$ | $1,989,322$ |

[^32]
## Data appendix

## Identifying Komvux teachers in the teacher registry

Prior to the 1999/2000 school year, it was not possible to identify the full set of Komvux teachers through the school form (SKOLFORM) variable. ${ }^{17}$ Thus, I use the set of variables called STAD1-STAD6 in order to identify Komvux teachers for school years 1994/95 through 1998/99. Table A. 6 below reports the codes that correspond to adult education teachers for these years.

Table A.6. Codes to identify Komvux teachers

| School year | STAD codes |
| :--- | :--- |
| $1994 / 95$ | $40,41,42,43,44,45$ |
| $1995 / 96$ | $34,35,36,37,38$ |
| $1996 / 97$ | $25,26,27,28,29$ |
| $1997 / 98$ | $25,26,27,28,29$ |
| $1998 / 99$ | 11,12 |

I consider someone an adult education teacher if they have one of these codes in any of the STAD1-STAD6 variables. From the 1999/2000 school year onward, I use the level variable (NIVAKOD) that replaced the STAD1-STAD6 to identify Komvux teachers. From this year on, codes of 11 or 12 always corresponded to Komvux teachers.

## Cleaning the Komvux registry

In the Komvux registry, enrollment history and course transcripts are reported at the end of each academic term. Grades are left blank for ongoing courses; for courses in which no grades are assigned (e.g., introductory courses); and for students who de-register from the course. If students do not officially deregister but fail to submit the assignments required for a final grade, teachers are supposed to record a grade of Z (betyg underlag saknas) on their transcript. However, in some cases, it appears that teachers have forgotten to report grades-either for the entire class or for specific individuals. On average,

[^33]around $15 \%$ of the grades are missing for courses where it appears that final grades should have been recorded based on course end date and student registration status. Often, grades are missing for everyone in the class, but there are also classes with only partial reporting.

In my main analysis, I take a restrictive approach and deal with missing values by dropping all classes where a student is missing a grade. However, I also show that my results are robust to different ways of dealing with the missing values. Because the Komvux registry only contains a course ID (i.e., specific to a subject) and not a class ID (i.e., specific to a group of students in the same classroom), I rely on the information contained in several other variables to identify a class. Under my definition, a class consists of anyone enrolled in the same course at the same school; furthermore, the course must have the same start and end date, the same number of lecture hours, and be held at the same time of day (i.e., daytime or nighttime). As a final restriction, I drop all introductory courses, as the vast majority (ca. 98\%) do not assign any grades.
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## III. Degree selectivity and teachers’ initial job placements

[^34]
## 1. Introduction

A common aim of education policy is to ensure that all schools provide students the same learning opportunities irrespective of their background or circumstances. Equal access to qualified teachers is central to that goal given the evidence that teachers can have a substantial impact on student outcomes (Chetty et al., 2014; Rivkin et al., 2005; Rockoff, 2004). However, where teachers work, and thus who they teach, is related to their level of qualification. By virtually every measure that proxies teacher quality-experience, test scores, selectivity of undergraduate education, and certification status-less-qualified and less-skilled teachers are more likely to teach in schools with a larger share of underprivileged students (Clotfelter et al., 2005; Goldhaber et al., 2007; Lankford et al., 2002; Loeb and Reininger, 2004). There is some evidence that teacher qualification gaps overstate the true disparity in teacher effectiveness, at least according to value-added measures (Goldhaber et al., 2015; Sass et al., 2012; Steele et al., 2015). Nevertheless, it is relevant to identify the mechanisms that lead teachers with different qualifications to sort across schools in ways that disadvantage the most academically vulnerable students. ${ }^{1}$

This paper investigates one possible sorting mechanism that remains largely unexplored in the existing literature: that the strength of a teacher's academic credentials-in particular, the selectivity of their undergraduate degree-has a causal impact on the type of school where they find their first job. Using Chilean register data covering all college graduates and teachers from 2007 to 2020, I first motivate the analysis by documenting that teachers trained at more selective universities are unevenly distributed across schools at the start of their career. Then, I exploit features of a centralized admission process shared by a group of relatively high-prestige universities to estimate the effect of degree selectivity on teachers' initial job placements. I consider several school attributes on which teachers typically sort: public or private ownership (Baker and Dickerson, 2006; Burian-Fitzgerald and Harris, 2004); socioeconomic composition of the student body (Bonesrønning et al., 2005; Jackson, 2009; Scafidi et al., 2007); proximity to the region where they grew up (Boyd et al., 2005); and location in an urban or rural setting (Lankford et al., 2002; Monk, 2007; Thiemann, 2019).

Why might degree selectivity affect teachers' initial match to schools? Theories of statistical discrimination suggest that in order to distinguish between

[^35]job candidates at the start of their teaching career, employers may try to infer how well they will perform in the classroom based on a variable that is easily observable and correlated with teacher effectiveness (Altonji and Pierret, 2001). Other than years of experience, which provides no useful information in the case of novice teachers, competitiveness of undergraduate institution is one of the only observable teacher qualifications that has been linked to gains in student achievement (Clotfelter et al., 2010; Ehrenberg and Brewer, 1994; Rice, 2003). Lacking a better predictor of teacher quality, it is plausible that schools favor graduates of more selective programs when deciding which teaching candidate to hire. If so, and teaching candidates with more selective degrees prefer to work in schools serving more privileged students, this would produce the observed sorting patterns.

Despite the theoretical possibility that degree selectivity matters, few empirical studies test this hypothesis in the context of teacher labor markets. Three main challenges complicate the analysis. First and foremost, it is difficult to find random variation in degree selectivity. Graduates of more selective teaching programs differ from graduates of less selective teaching programs in important respects other than the competitiveness of their undergraduate training. These variables are likely related to their preferences for working in certain types of schools, as well as their likelihood to receive job offers from those schools. Since some of these variables are unobserved-or unobservable-by the researcher, standard analyses cannot disentangle their effect from the effect of graduating with a more selective degree. Second, there is limited access to data linking graduates, teachers, and workplaces. Researchers must often rely on nationally representative samples or focus on a small number of school districts for which they are able to obtain data. Third, even if such data do exist, it is rare to observe where graduates apply for jobs and which schools offer them positions. This leaves open the question of whether teacher preferences or school preferences drive any observed effects.

In this paper, I am able to overcome the first two of these empirical challenges and provide credible evidence on the causal relationship between degree selectivity and the characteristics of teachers' first jobs. Although I do not observe data on job applications or offers, I have rich administrative data on all individuals who graduate from teaching programs, as well as matched employer-employee data covering the entire population of teachers in Chile. The latter dataset includes all teachers who work in either public or private schools, an important feature because sorting across school sectors may widen the gaps in underprivileged students' access to qualified teachers. For identification, I exploit features of the admissions process at so-called traditional universities that produce as-good-as-random variation in access to more selective
teaching degrees. Traditional universities are a group of 25 well-established and relatively prestigious institutions that share a centralized admission system. Using a deferred acceptance algorithm, applicants are admitted to programs strictly on the basis of their preferences, high school grades, and scores on a standardized entrance exam. The placement mechanism generates a score-based cutoff for each program: applicants with scores above the cutoff receive admission offers, while those with scores below the cutoff are placed on the waitlist. About 150 teacher education programs use this placement mechanism each year. My empirical analysis focuses on a sample of applicants who list a teaching program in their top preference and leverages the variation around the admission cutoff to their top-listed program in a regression discontinuity design. Intuitively, I compare the labor market outcomes of individuals who score just high enough to gain admission to their top program to the outcomes of those who just miss and end up in a program of lower selectivity instead. In order to deal with the fact that many people wait-listed for their top program end up enrolling in programs in another discipline, I focus on a preferred sample of applicants who list teaching as both their top and next-best alternative.

I find that applicants who just barely cross the admission threshold for their top-ranked program are significantly more likely to enroll in and graduate from teaching programs with better accreditation status and higher-achieving peers. They are also significantly more likely to enter the teaching profession after graduation: across the threshold, there is a six percentage point increase in the probability to teach within 10 years of application. However, the selection effect does not seem to arise because graduates with more selective degrees have an easier time finding jobs. Rather, it appears to be a near-mechanical effect driven by people below the threshold who end up in non-teaching programs and are therefore ineligible to teach. When restricting the analysis to the subsample of applicants who list teaching as their first and second choice, the probability to teach no longer jumps at the threshold. Thus, it is plausible that any observed differences in initial job placements among this marginal sample would be a consequence of sorting across schools rather than selection into and out of the profession.

My analysis of initial job placements suggests that degree selectivity does have an impact on the sorting of teachers to different types of schools. The sorting effects are most pronounced for school ownership. Getting into a more selective program significantly decreases individuals' likelihood of teaching in a public school at the start of their career. The preferred estimate indicates a decline of around 6.5 percentage points, a sizable effect that is fairly robust across different model specifications. In the context I study, there are two types
of privately-managed schools where individuals can teach if they opt out of the public school sector: voucher schools, which are financed by government subsidies, and private schools, which rely exclusively on private funds. My results show that the observed decrease in the probability to work in a public school is almost entirely driven by a shift into voucher schools.

In addition to sorting by school sector, I find an impact on geographical sorting patterns, though the results are somewhat mixed. Consistent with evidence that teachers prefer to work in the region where they grew up (Boyd et al., 2005), I show that the majority of teachers work in the province where they lived during high school. However, my results suggest that, if anything, attending a more selective program reduces the likelihood of teaching close to home. While these effects are statistically indistinguishable from zero, there is other evidence that degree selectivity affects sorting across regions. In particular, crossing the admission threshold for their preferred program increases an individual's probability of working in an urban school by around three percentage points. The magnitude of the estimate is quite stable regardless of model specification, and the finding holds if I instead use a continuous measure of a school's urbanicity.

Given that rural schools and public schools tend to serve students with low socioeconomic status (SES), the patterns discussed thus far suggest that graduating from a more selective program may decrease individuals' likelihood to teach the most disadvantaged students. Indeed, although the effects are imprecise and only weakly significant in some specifications, I show that crossing the admission threshold for a more selective teaching program increases the probability of working in a medium SES school at the expense of low SES students. Interestingly, however, there does not seem to be much change in the likelihood of teaching at a high SES school. This may in part reflect the increased sorting into voucher schools: voucher schools tend to serve a more mixed student body, whereas public schools almost exclusively serve students with the lowest socioeconomic status and private schools almost exclusively serve students with the highest socioeconomic status.

The findings of this study contribute to a broad literature on teacher sorting. While it is well established that qualified teachers are unevenly distributed across schools, less is known about what drives this sorting pattern. Only a few other studies attempt to answer whether the strength of teachers' academic credentials play a role in the hiring process. The results have been inconsistent: in early work that was descriptive in nature, Ballou (1996) found that public schools in the U.S. did not seem to have a preference for candidates from more selective universities. More recently, Boyd et al. (2011) made use of a unique database on teachers' applications to transfer between schools in

New York City and reached the opposite conclusion. They found that public schools prefer to hire applicants with better pre-service qualifications, including applicants who had higher certification exam scores and applicants who graduated from more competitive colleges. In another recent U.S.-based study, Hinrichs (2014) conducted a field experiment in which he randomly assigned competitiveness of undergraduate institution to fictitious teacher résumés. He found some indication that public schools value college selectivity, but this was not the case for either private schools or charter schools, which are similar to voucher schools in the Chilean context.

My study most closely resembles Hinrichs (2014) in several respects. First, it focuses on the role of degree selectivity at the beginning of teachers' careers, a period when it should arguably have the largest effect on employers' decisions. Moreover, the empirical analysis is not restricted to the public school sector, nor is it descriptive in nature. There is, however, a key difference between our work. Because Hinrichs (2014) achieves causal identification via a résumé study, the résumé call-back rate is the only outcome that he can study. It is unclear how these response rates that he analyzes translate into job offers and placements. By contrast, my analysis focuses on actual employment outcomes and thus can provide more conclusive evidence on whether degree selectivity affects the teacher sorting patterns observed in practice.

The remainder of this paper has the following structure. In section 2, I give an overview of the institutional setting and briefly present evidence on the association between degree selectivity and teachers' early labor market outcomes. Section 3 explains the centralized admission process and the regression discontinuity design implicit in its features. Section 4 describes the data and the sample selections that facilitate my analysis. Section 5 assesses the validity of the empirical setup. Section 6 presents the main findings and demonstrates their robustness. Finally, in section 7, I discuss the results and conclude.

## 2. Institutional background

### 2.1 Undergraduate teaching programs

In Chile, prospective teachers must hold a professional teaching title. The majority earn their title by completing a full-length undergraduate program in pedagogy. Only one quarter of pedagogy students pursue alternate paths to qualification, including continuation programs for individuals with a degree in another field, as well as night and distance programs targeted at older individuals who want to begin a teaching career. The other $75 \%$ of pedagogy students
matriculate in on-campus day programs, which are commonly scheduled to last four or five years. As in other fields of study, a large share of students who enter teaching programs-around $40 \%$-drop out, and those who do finish take longer than expected to graduate-just over six years on average.

Graduation and curriculum requirements vary across teaching programs. A teaching practicum is not legally required as part of pre-service training, though some programs include a semester of practical experience. In terms of course content, all programs are specific to both the grade level and subject area in which students are formally trained to teach. Programs in primary education are typically generalist in nature, whereas programs in secondary education require extensive coursework in one particular discipline. Students choose their field of specialization at the time of application; if they later decide that they want to switch fields, they can reapply, or in special cases, transfer to a different program. Table A. 1 lists all possible specializations in pedagogy. Although early and special education programs lead to a teaching title, I exclude them from my definition of teaching programs and teaching degrees throughout the remainder of this paper. Similarly, I exclude anyone working in early or special education from my definition of teachers. I make these exclusions primarily due to data limitations. Collectively, students enrolled in the remaining fields earn about $73 \%$ of all teaching titles.

Prior to and during the period I study, the government placed few restrictions on which individuals could earn teaching titles and which higher education institutions could confer them. Remarkably, neither the programs nor the institutions offering them had to go through an official accreditation process to guarantee their quality until a 2006 reform made accreditation mandatory at institutions where students received state funding. In this largely unregulated environment, teaching programs proliferated: keeping pace with broader increases in college enrollment, the number of individuals pursuing pedagogy degrees doubled between 2000 and 2008, at which point growth started to level out. ${ }^{2}$ In 2010, the last admission year I use in my analysis, almost 80,000 undergraduate students were enrolled in full-time teaching programs at over 60 institutions with a wide geographical reach covering all of Chile's 13 administrative regions. ${ }^{3}$

[^36]The increased availability of teaching programs came at the expense of their average quality and selectivity. Until the mid-2000s, traditional universities (universidades tradicionales)—a group of institutions founded before 1980were the primary provider of teacher education. All 25 of these schools shared a unified admission system that allowed them to maintain relatively selective entrance requirements, as admission offers were-and still are-made solely on the basis of high school grades and performance on a standardized entrance exam. Their prestige was also boosted as a result of the Program for Strengthening Initial Teachers’ Training (Fortalecimiento de la Formación Inicial Docente, or FFID), which ran from 1998 to 2002. During this period, two-thirds of the traditional universities received massive grants from the government with the aim of improving the quality of their pedagogy programs. As these universities remained committed to maintaining their quality and selectivity, their growth was relatively limited. By 2010, only $43 \%$ of pedagogy students were enrolled at traditional universities.

The rapid growth in enrollment in the early 2000s was instead driven by the spread of private establishments, many of which were unaccredited and had low admission standards. Some of the more selective private universities admitted students on the basis of the same college entrance exam as traditional universities. However, as seen by the score distributions in Figure A.1, the average score required to gain entry to teaching programs at private universities was around 480 points (about the 43rd percentile of all test-takers), compared to 550 points (about the 67th percentile of all test-takers) at traditional universities. Alongside private universities, an even less-selective class of private institutions known as professional institutes (Institutos Profesionales) operated programs in primary education. These professional institutes are more vocationally-oriented and only required a high school diploma for admission. Although they accounted for only 5\% of the total enrollment in pedagogy, they opened up the teaching profession to even the least academically qualified students in Chile.

### 2.2 Entry to the teaching profession

Between 2007 and 2016, an average of 11,000 individuals per year obtained professional teaching titles in primary and secondary education. Around onefifth pursued additional studies within two years of graduation: 4\% started another undergraduate program, while $14 \%$ continued on to the post-graduate level, mostly in night and distance programs that could be completed while
working. ${ }^{4}$ Although I do not observe the work history of individuals employed outside the teaching sector, statistics obtained from the Ministry of Education indicate that between 75 and $95 \%$ of graduates successfully found some form of employment within two years, depending on the type of teaching title earned (Ministerio de Educación, 2018). ${ }^{5}$ Since I have data on the entire population of teachers, I can compute the share of each graduation cohort that selects into the teaching profession. Figure A. 2 shows the selection patterns over time. For most cohorts, around half of graduates have worked as a teacher within a year of earning their degree. Within two years, the share has risen to over $60 \%$. Most of those who select into teaching do so within five years of graduation: by then, just under $80 \%$ have had a teaching contract. The selection patterns are relatively stable across graduation cohorts.

People who select into the teaching profession in Chile have the option to teach in three different school sectors: public, voucher, or private. All public and voucher schools are financed by the government and receive per-student subsidies; however, voucher schools are privately managed, whereas public schools are run by the municipal government. Private schools are not statefunded and are managed by the private sector. During the period of study, voucher schools employed the largest share of the teacher workforce at $47.1 \%$, followed by public schools at $42.6 \%$ and private schools at $10.3 \%$. Schools in these sectors differ across several important dimensions likely to affect where graduates end up working: the salaries they pay; average working conditions; socioeconomic composition of the student body; and procedures for recruiting staff.

In terms of salary, previous research has shown that schools offering higher wages can have an easier time attracting teachers (Figlio, 1997; Hanushek et al., 2004). At public schools, the salary schedule is strictly regulated by the Teachers' Statute of 1991 (Estatuto Docente). The minimum level of pay is based on the Basic National Wage (Remuneración Básica Mínima Nacional or $R B M N$ ) per contracted hour of teaching. This basic wage must then be topped up according to four factors: years of experience; additional training (e.g., post-graduate studies); extra responsibilities (e.g., management or technical support); and difficult working conditions. Voucher schools have somewhat more discretion when topping up wages, but they cannot pay teachers less than the minimum salary mandated by the Teachers' Statute (Santiago et al.,

[^37]2013, 2017). As an additional top-up, the government offers both individual and collective performance bonuses to high-performing teachers and schools in the public and voucher sectors. Private schools are ineligible for these government bonuses, and they are also subject to less regulation when setting teacher salaries, because they are only required to obey the minimum wage laws outlined in the Labor Code (Codigo del Trabajo). Teachers in private schools nevertheless earn the highest salaries on average. Teachers in voucher and public schools receive relatively similar pay, though the wage profile is slightly steeper over time for public school teachers.

In addition to salary, non-pecuniary job characteristics can influence where teachers work (Falch and Strøm, 2005; Hanushek et al., 2004). Some potentially important factors include a school's geographical location, working conditions (e.g., student-teacher ratio), and the socioeconomic composition of the student body. Because private schools charge tuition, they primarily attract students of high socioeconomic status who tend to be high-achievers on national assessments. Almost all private schools are located in urban settings. The average student-teacher ratio is relatively low at around 15 students per teacher. By contrast, more than half of public schools are located in rural areas, and they are typically attended by the lowest-achieving students from the least-privileged backgrounds: the vast majority come from poor households and have low-educated parents. There is somewhat more diversity in the population of students attending voucher schools, but on average, they are of middle to middle-high socioeconomic status and score around the mean achievement level on national tests. Around $85 \%$ of voucher schools are located in urban regions, and they have the highest average student-teacher ratio at 23 students per teacher.

On the other side of the hiring process, a school's recruitment procedures can affect both who submits an application and who receives job offers ( $\mathrm{Pa}-$ pay and Kraft, 2016). As in the case of teacher salaries, the Teachers' Statute outlines the rules for recruiting teachers and demands a highly transparent process in public schools. The recruitment procedure works as follows (Santiago et al., 2017): Announcements of vacancies must be made at least once a year and sufficiently publicized. All applications are reviewed by a commission consisting of the head of the municipal education administration department, the school director, and a teacher in the same subject area as the vacancy. The commission makes subjective rankings of the applicants based on criteria such as experience, past performance, and type of pedagogical training. In the end, the municipality's mayor appoints the position to the highest-ranked applicant who accepts an offer. By contrast, in voucher and private schools, the school
director can be more involved in the recruitment process and has more discretion over who is hired.

In general, the pool of job candidates is sufficiently large for most schools to hire qualified teachers. Fewer than $10 \%$ of the teacher workforce lack the minimum qualifications (Ávalos and Valenzuela, 2016). However, recent survey data from PISA suggest that there are important differences in access to fullyqualified teachers across school sectors, regions, and subject areas. Principals at public schools, rural schools, and schools serving a high share of socioeconomically disadvantaged students are significantly more likely to report that shortages of qualified teachers hinder student learning "to some extent" or "a lot." Shortages of math and science teachers are the primary concern: on average, only $27 \%$ of principals perceived that teacher shortages had a negative impact on student learning in language, whereas this number was over $40 \%$ in both mathematics and science (OECD, 2013).

### 2.3 Degree selectivity and teacher sorting patterns

To motivate the main analysis, Table 1 documents the relationship between selectivity of undergraduate institution and outcomes on the teacher labor market. I define an institution's selectivity as the average University Selection Test score of everyone enrolled in a full-length teaching program at that school. I take the average score of all enrollees between 2007 and 2016, and then classify the institutions into one of three categories based on the average score. Low selectivity institutions are those where the average score is less than 500 (ca. 50th percentile of all test-takers); medium selectivity institutions are those where the average score is over 500 and less than 550 ; and high selectivity institutions are those where the average score is 550 or higher (ca. 67th percentile of all test-takers). As seen in panel A of the table, divisions based on test score also divide the sample along other dimensions of institutional quality. The average high school grades of students increases monotonically from the lowest to highest selectivity level, as does the share of students in accredited programs and institutions. The majority of students in mediumand high-selectivity schools graduate from traditional universities, which use the centralized mechanism I exploit for causal identification later in the paper; most of the outside options in private institutions fall in the low selectivity category. In terms of geographical distribution, the maps in Figures A. 3 through A. 5 show that high-selectivity institutions are primarily concentrated in the large administrative regions (i.e., Santiago, Bío-Bío, and Los Lagos), while low- and medium-selectivity institutions have a wider spread.

Table 1. Selectivity of institution and outcomes on the teacher labor market.

|  | Institution selectivity <br> Low <br> Medium |  | High |
| :--- | :---: | :---: | :---: |
| A. Characteristics of graduates |  |  |  |
| Average score on university selection test | 455.671 | 522.444 | 579.038 |
| Average high school grades | 5.486 | 5.678 | 5.947 |
| Share from traditional universities | .151 | .596 | .833 |
| Share from accredited institutions | .754 | .993 | .996 |
| Share from accredited programs | .578 | .837 | .898 |
|  |  |  |  |
| B. Selection into the teaching profession |  |  |  |
| Share of graduates who teach within: | .510 | .639 | .641 |
| One year of graduation | .655 | .749 | .750 |
| Two years of graduation | .721 | .794 | .794 |
| Three years of graduation |  |  |  |
| C. Sorting by school sector |  |  |  |
| Share of graduates who teach within: | .427 | .338 | .248 |
| $\quad$ Public schools | .546 | .604 | .624 |
| Voucher schools | .044 | .083 | .157 |
| Private schools |  |  |  |
| D. Sorting by student background |  |  |  |
| Share of graduates who teach within: | .541 | .437 | .335 |
| Low SES schools | .310 | .328 | .315 |
| Medium SES schools | .172 | .272 | .387 |
| High SES schools |  |  |  |
| D. Sorting by student background |  |  |  |
| Share of graduates who teach within: | .162 | .106 | .060 |
| Rural schools | .852 | .908 | .948 |
| Urban schools | .768 | .720 | .687 |
| Home province | .236 | .287 | .321 |
| Other province | 53,140 | 32,816 | 20,302 |
| Number of graduates (2007-2016) |  |  |  |

Notes: I measure an institution's selectivity by the average University Selection Test score of everyone who enrolls in a full-length teaching program at that institution between 2007 and 2016. Low selectivity: average score less than 500 . Medium selectivity: average score between 500 and 550 . High selectivity: average score 550 or higher. Institutions with fewer than 50 graduates are excluded from the calculations. About $15 \%$ of graduates have contracts at multiple schools, and these schools sometimes have different attributes; thus, categories such as rural vs. urban are not mutually exclusive and the sum of the shares may be greater than one.

For consistency with the labor market outcomes that I analyze later in the paper, I examine both selection into the teaching profession and different characteristics of the schools where recent graduates find their first teaching job. Panel $B$ shows that relative to graduates of less selective institutions, graduates from more selective institutions tend to find their first teaching job faster, though the differences are negligible between the medium- and high-selectivity categories. Selectivity of undergraduate institution is also related to the types of schools where graduates teach at the start of their career. There are distinct sorting patterns across schools on every dimension that I examine: type of school management; socioeconomic background of the students served; and geographical location. For example, the first row of panel C shows that relative to graduates of low selectivity institutions, graduates from medium- and high-selectivity institutions are, respectively, about 9 and 18 percentage points less likely to find their first job in a public school. The differences are similar in magnitude across student background: graduates of medium- and high-selectivity institutions are, respectively, about 10 and 21 percentage points less likely to first teach in a school where the majority of students are of low socioeconomic status (panel D, row 1). Regional sorting patterns are somewhat weaker, but graduates of more selective institutions are less likely to work in rural schools and schools located in the province where they lived during high school (panel E, rows 1 and 3 ).

While these findings reveal a strong descriptive relationship between selectivity of undergraduate institution and early outcomes on the teacher labor market, they do not establish a causal connection. The correlation could simply reflect the fact that different types of people graduate from low- versus high-selectivity institutions. For example, graduates of high-selectivity schools tend to come from more advantaged socioeconomic backgrounds than graduates of low-selectivity schools. Socioeconomic background is likely related to graduates' preferences for working in one type of school over another, and could thus mediate the observed relationship between selectivity and labor market outcomes. In the next section, I will describe how I exploit the centralized admissions process at Chile's traditional universities to address the question of whether there is any causal relationship.

## 3. Centralized admissions and the empirical setup

### 3.1 Centralized admission process

Traditional universities operate the majority of medium- to high-selectivity college programs in Chile. Most undergraduate students at traditional univer-
sities apply and receive offers through a centrally coordinated admission system. ${ }^{6}$ The selection process revolves around a standardized college entrance exam called the University Selection Test (Prueba de Selección Universitaria; PSU hereafter). The entrance exam is offered only once per year and consists of two mandatory sections-one in mathematics and another in language and communications-as well as two optional tests in social and natural sciences. In addition to high school grades, scores on the PSU test are the sole criteria for admission via the centralized system; together, these are used to compute composite admission scores for each applicant. No subjective factors, such as personal connections or performance at interviews, contribute to this admission score. However, universities can place different relative weight on high school grades and the various sections of the PSU test for each of the programs that they offer.

At the start of each year's admission process, all of the traditional universities publish a list of programs that they will offer in the upcoming academic year, as well as the number of vacancies and the different weights that will be placed on each admission criteria when calculating applicants' admission scores. Some programs list minimum score requirements for admission, but the admission cutoffs for each program are not predetermined. Rather, a deferred acceptance algorithm determines the admission cutoffs after all students have written the PSU test, received their scores, and submitted their applications.

Students write the PSU test on the same day all across the country and receive their scores only a few weeks later. Anyone who earns a score of at least 450 on the PSU test (about the 33rd percentile) is eligible to apply for programs via the centralized admission system. All applicants must submit a single application to the central authority (Departamento de Evaluación, Medición y Registro Educacional, or DEMRE). In this application, they can list up to eight choices ranked in order of preference. Each choice specifies a particular program at a particular university; i.e., it is a simultaneous choice of which school to attend and which subject to major in.

The placement algorithm then determines the admission cutoffs in the following manner. First, it computes each person's admission score for their top program. Applicants are provisionally assigned to their top program and ranked by strict decreasing order of their admission score. Everyone with a rank that exceeds the number of vacancies for the program is dropped and placed on the waitlist. Next, applicants who were dropped in the first round are assigned to their second option. Students in each program are re-ranked in

[^38]decreasing order of their admission score, and once again, dropped and placed on the waitlist if their rank exceeds the number of vacancies. The process repeats until all students' listed options are exhausted. In the case of ties-e.g., if there are 30 slots for a program and applicants ranked 30,31 , and 32 have the same admission score-all applicants with the tied score receive offers for the program. As a result of this matching process, students are accepted to at most one program: the most preferred program for which their admission score is high enough. ${ }^{7}$

After students are informed of their admission outcomes, they have an initial three-day enrollment period during which they can accept or reject their placement. If they reject their admission slot, a spot opens up off the waitlist. Any student who does not receive an offer or who is not satisfied with their offer can re-apply the following year. However, until 2010, scores from previous PSU tests could not be used in a later admission year; rather, people wishing to re-apply had to re-take the exam, and only the current year's score was counted in the computation of the admission score.

### 3.2 Empirical setup

The objective of this paper is to credibly estimate the causal effect of graduating from a more selective teaching program on various sorting outcomes on the teacher labor market, including sorting by school sector, student background, and geographical location. This is an empirical challenge due to a classic "omitted variables" problem: the type of people accepted to more selective teaching programs likely differ from people accepted to less selective teaching programs on unobserved dimensions related to their probability of getting contracts in different types of schools. For example, people who attend more selective teaching programs may have stronger social networks in private schools and therefore have a higher chance of working there even absent attending a more selective teaching program. Thus, it would be unclear whether any observed effect of selectivity on the probability to work in a private school was truly a consequence of the fact that the person went to a more selective teaching program or was instead due to the fact that people from more selective teaching programs already have stronger social ties at private schools.

In order to overcome this problem, I rely on features of the centralized admission system described in section 3.1 to generate plausibly random variation

[^39]in access to more selective teaching programs. Each year, around 150 teaching programs make admission placements through the centralized mechanism. Almost $90 \%$ of these programs have a waitlist, which means the placement algorithm generates a binding cutoff above which some applicants receive a first-round offer and below which others do not. Since marginal applicants who just miss one admission cutoff typically get an offer from another program with a lower admission cutoff (or have to rely on less-elite outside options), those who successfully cross the admission threshold in the first round have a higher probability to attend and graduate from a program that is better in terms of peer characteristics and any other quality dimensions correlated with it. Given that individuals can neither perfectly predict the admission cutoffs nor perfectly manipulate their admission score to end up on one side of the threshold versus another, it should be "as good as random" whether they just cross and get access to a more selective program or just miss and get access to a less selective program (Lee and Lemieux, 2010).

The basic idea of my empirical method is to exploit the quasi-random variation in degree selectivity around the admission cutoffs to applicants' topranked teaching programs. I restrict my analysis to a sample of individuals who list a teaching program in their top preference and compare the labor market outcomes of people who are barely admitted to their top program to the outcomes of people who barely miss and instead end up in another teaching program. With local randomization around the cutoff, any observed differences in outcomes should capture the effect of access to more selective teaching degrees rather than differences in background characteristics.

Before going into technical details, consider the stylized example shown in Table 2, which lists two fictive applications submitted to the central authority. In this example, Person A's and Person B's top preference is to attend the Pontifical Catholic University of Valparaiso (PUCV) for a teaching program in language. While Person B's admission score of 635 is just high enough to get a first-round offer from the program, Person A's admission score of 630 is too low and they instead receive a first-round offer for their second choice, the lower-ranked teaching program in language at Arturo Prat University (UNAP). Informally, my empirical strategy compares the labor market outcomes of Person B , who was just barely accepted into the more selective teaching program at PUCV, to the outcomes of Person A, who just missed the admission threshold and was instead accepted at the less selective program at UNAP.

Table 2. Sample applications and first-round admission offers.

## Person A's application

| School | - | Program | Score | Cutoff | Outcome |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1. PUVC | - | Pedagogy in language | 630.00 | 633.85 | Wait-listed |
| 2. UNAP | - | Pedagogy in language | 630.00 | 553.40 | Accepted |
| 3. UTA | - | Pedagogy in language | - | 520.10 | - |

Person B's application

| School | - | Program | Score | Cutoff | Outcome |
| ---: | :--- | :--- | :--- | :--- | :--- |
| 1. PUVC | - | Pedagogy in language | 635.00 | 633.85 | Accepted |
| 2. UNAP | - | Pedagogy in language | - | 553.40 | - |
| 3. UTA | - | Pedagogy in language | - | 520.10 | - |

Notes: This table provides a sample application and admission outcome to illustrate my identification strategy.

Formally, I implement a regression discontinuity design and estimate the following equation using pooled data on seven cohorts of first-time applicants to teaching programs:

$$
\begin{equation*}
\text { Outcome }_{i p t}=\tau \cdot \mathbb{1}\left[S_{i p t} \geq \tilde{S}_{p t}\right]+f\left(S_{i p t}-\tilde{S}_{p t}\right)+\alpha_{p t}+\text { Type }_{i}+\varepsilon_{i p t} \tag{1}
\end{equation*}
$$

where $S_{i p t}$ is individual $i$ 's composite admission score for their top teaching program $p$ in application year $t ; \tilde{S}_{p t}$ is the first-round admission cutoff for that program; $f(\cdot)$ is a flexible control function for distance to the top admission cutoff; and $\varepsilon_{i p t}$ is a residual error term. The dependent variable, Outcome $e_{i p t}$, denotes different sorting outcomes on the teacher labor market, such as binary indicators for whether individual $i$ finds their first teaching job in a public school, low SES school, rural school, or school in the province where they lived during high school. The regression specification also includes program-by-year fixed effects ( $\alpha_{p t}$ ) and fixed effects for preference type (Type $)_{i}$, which categorizes applicants into one of three groups based on the type and order of programs listed in their application (see section 4.2).

In equation (1), the parameter of interest is $\tau$. Note that the indicator $\mathbb{1}\left[S_{i p t} \geq \tilde{S}_{p t}\right]$ takes the value of one if individual $i$ receives a first-round admission offer for their top teaching program and zero otherwise. In practice, some applicants who receive first-round offers do not enroll in or complete their top program, while other applicants who do not receive first-round offers do. Thus, estimates of $\tau$ should be interpreted as "intent-to-treat" effects: they capture the effect of getting admitted to the top teaching program-in
essence, having the opportunity to earn a degree that is more selective in terms of personal preferences, peer composition, and other quality dimensionsrather than the effect of graduating with a teaching title from that program. In order to deal with non-compliance and dropout, I also present some two-stage-least-squares estimates where I use the indicator for crossing the top admission cutoff ( $\mathbb{1}\left[S_{i p t} \geq \tilde{S}_{p t}\right]$ ) as an instrument for completion of the top teaching program ( Degree $_{i p t}$ ). More specifically, I estimate the following set of equations:

$$
\begin{align*}
\text { Degree }_{i p t} & =\delta \cdot \mathbb{1}\left[S_{i p t} \geq \tilde{S}_{p t}\right]+f_{1}\left(S_{i p t}-\tilde{S}_{p t}\right)+\alpha_{1, p t}+\text { Type }_{1, i}+\varepsilon_{1, i p t}  \tag{2}\\
\text { Outcome }_{i p t} & =\pi \cdot \text { Degree }_{i p t} \quad+f_{2}\left(S_{i p t}-\tilde{S}_{p t}\right)+\alpha_{2, p t}+\text { Type }_{2, i}+\varepsilon_{2, i p t} \tag{3}
\end{align*}
$$

where Degree $_{i p t}$ is a dummy variable equal to one if individual $i$ graduates from their top teaching program. The predicted values from equation (2) are used in place of Degree ${ }_{i p t}$ when estimating equation (3). The parameter of interest $\pi$ is simply a rescaling of the reduced-form estimate $\tau$. It measures the effect of graduating from the top teaching program-in a broad sense, earning a more selective degree-for marginal applicants who comply with the threshold-crossing instrument, averaged across all teaching programs and application years. In section 5, I discuss the identifying assumptions required for a causal interpretation.

## 4. Data and sample selection

### 4.1 Sources of data and definition of key variables

The key data source for this paper is a set of private-use files from the Chilean Ministry of Education that includes all registrations, applications, and admission placements via the centralized mechanism for the years 2004 through 2010. In the application database, I observe each individual's full set of ranked preferences, as well as their composite admission score, the first-round admission cutoff, and the first-round admission outcome (i.e., whether the individual was admitted or wait-listed) for each preference. ${ }^{8}$ Moreover, the registration database contains rich demographic information about the applicants and their families, such as type of high school attended, household income, parents' education level, and parents' employment status and primary occupation.

[^40]Using a personal identifier, I merge each individual's application to publicuse registries that contain everyone who enrolls in or graduates from a higher education institution in Chile between the years 2007 and 2019. This allows me to determine whether individuals ultimately obtain a teaching title, and for the 2007 through 2010 cohorts, whether they initially or subsequently enroll in teaching programs after applying via the centralized mechanism. With the personal identifier, I link individuals to another public-use registry containing contract information for everyone who works in the primary and secondary school system between 2004 and 2020, irrespective of whether they work in public, voucher, or private schools. Unfortunately, I do not have any data on earnings, nor do I have information on where graduates work after college unless they select into the teaching profession. However, for those who work as teachers, the contracts database has a unique workplace identifier that allows me to determine the characteristics of the schools where they are employed. These include the average socioeconomic background of the students who attend the school; the region where the school is located; whether the school is situated in an urban or rural area; and whether the school is publicly or privately managed. Thus, I am able to study how prospective teachers from more versus less selective teaching programs sort across schools with different attributes.

All of the main outcome variables in my analysis are binary indicators, equal to one if a certain condition is fulfilled and zero otherwise. For example, in the first-stage equation (2), I estimate the jump in the probability to earn a teaching title from the top-listed program. Because I use admissions data through 2010 and only observe graduation data through 2019, I truncate the completion outcomes at nine years in order to ensure comparability across all admission cohorts in my sample. In other words, only applicants who finish their degree within nine years of their first application are counted as "completers," otherwise they are coded as zero for the aforementioned outcome. In a similar manner, I truncate all labor market outcomes at 10 years, because I only observe contracts data through 2020. Thus, anyone who does not have a teaching contract within 10 years of their first application is coded as a zero for selection into the teaching profession and has a missing value for all of the sorting outcomes.

Due to the fact that pedagogy students take a long time to complete their degree and find a job, my analysis of labor market outcomes focuses on the type of schools where graduates work at the very start of their teaching career. This is also the period of time when degree selectivity likely matters most to employers, because they have no information about novice teachers' work performance (e.g., references from previous workplaces). In order to define
the various sorting outcomes, I retain information on the school(s) where each individual works during their first year as a classroom teacher. About $15 \%$ of the sample has a teaching contract at more than one school and can therefore work in multiple types of schools at the same time. If, for example, someone teaches at both a rural school and an urban school during their first year as a teacher, they are coded as one for both of these categories. In the sensitivity analysis, I show that none of my main results are sensitive if I instead use the characteristics of the teacher's primary workplace (i.e., the school where they teach the most).

### 4.2 Selecting the sample and setting up the RD design

In order to construct the sample database, I stack all applications submitted via the centralized admission process between 2004 and 2010. I drop invalid applications ${ }^{9}$ and keep only the first application year in which the individual applies to a teaching program. I further restrict my sample to everyone who lists a teaching program as their top preference. ${ }^{10}$ When performing the regression discontinuity analysis, I keep one cutoff per individual-the cutoff to their top-listed teaching program-and calculate the running variable as the distance to that admission cutoff. To ensure that there is enough variation in treatment around the threshold, I restrict the analysis to programs with a capacity of at least 15 students and at least 15 people on the waitlist. Finally, I exclude cutoffs for early and special education programs, despite the fact that these programs also lead to teaching titles. There are three reasons that I make this restriction: first, there is not universal coverage of preschool teachers in the contracts database; second, there is very limited information on the socioeconomic background of students taught by the preschool and special education teachers who I do observe; and third, certain features of the labor market (e.g., available outside options and how hiring decisions are made) are likely different for teachers in these fields. After making these restrictions, around 150 programs remain each year. On average, these programs are slightly easier to

[^41]get into than programs in other fields, as shown by the relative distributions of admission cutoffs in Figure A.6.

The full sample consists of 55,376 individuals. Using a set of mutually exclusive dummy variables, I classify these individuals into three preference types according to whether they $i$. only apply to teaching programs; $i i$. apply to teaching programs in their top two preferences, but apply to at least one non-teaching program further down their preference ranking; or iii. apply to a non-teaching program in their second preference. In my main regression specifications, I use these preference types to define a more flexible control function for the running variable, allowing the slope to vary above and below the admission cutoffs by preference type. Furthermore, although I show that my results are generalizable to the full sample, my primary analysis focuses on a "preferred sample" of type $i$ and $i i$ individuals. All applicants in the preferred sample list teaching as a next-best program; thus, in the event that they miss their top teaching program, their counterfactual outcome is more likely to be enrollment in and completion of a less selective teaching program. In a small window around the threshold, I show that there is no significant selection into teaching for this subsample. Thus, when looking at the characteristics of their first workplaces, I can be more confident that any observed jumps are due to sorting across schools, rather than selection into or out of the teaching profession.

Table A. 2 reports descriptive statistics for both the full sample of type $i$ through $i i i$ individuals and the preferred sample of type $i$ and $i i$ individuals. The preferred sample is largely representative of the full sample in terms of background characteristics, but as expected based on the sample definitions, the preferred sample applies to more teaching programs on average. I show two columns for each group: one reporting statistics for all applicants in the sample, and another reporting statistics for applicants who select into the teaching profession within 10 years of first application. Applicants to teaching programs are predominantly female and of low socioeconomic status. The gender imbalance is even larger among those who select into teaching. Whereas women make up almost $60 \%$ of applicants, they make up around two-thirds of those who ultimately become teachers. There are no remarkable differences in attrition patterns between the full and preferred sample.

Table 3 documents the main labor market outcomes for the "treated" and "control" groups in both the full and preferred sample. The treated group received a first-round offer for their top program, while the control group did not. In each sample, the differences between the treated and control groups are largely consistent with the sorting patterns described in section 2.3. In-

Table 3. Mean outcomes for those above and below the threshold.

|  | Full sample |  | Preferred sample |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Treated | Control | Treated | Control |
|  | $(1)$ | $(2)$ | $(3)$ | $(4)$ |
| A. Selection into the teaching profession |  |  |  |  |
| Earn teaching title from top program | .572 | .063 | .575 | .061 |
| Earn any teaching title | .634 | .350 | .647 | .411 |
| Teach within ten years of application | .582 | .341 | .602 | .395 |
| Time to first teaching contract | 6.244 | 6.607 | 6.252 | 6.578 |
|  |  |  |  |  |
| B. Sorting by school sector |  |  |  |  |
| Share who first teach in: | .340 | .385 | .349 | .380 |
| Public school | .595 | .572 | .602 | .585 |
| Voucher school | .090 | .063 | .074 | .057 |
| Private school |  |  |  |  |
| C. Sorting by student background |  |  |  |  |
| Share who first teach in: | .441 | .484 | .457 | .482 |
| Low SES school | .312 | .322 | .316 | .330 |
| Medium SES school | .278 | .224 | .257 | .220 |
| High SES school |  |  |  |  |
|  |  |  |  |  |
| D. Sorting by region |  |  |  |  |
| Share who first teach in: | .112 | .120 | .119 | .116 |
| Rural school | .894 | .895 | .899 |  |
| Urban school | .710 | .723 | .693 | .710 |
| Home province | .296 | .282 | .313 | .295 |
| Other province | 10,409 | 12,779 | 5,775 | 8,736 |
| Number of teachers | 17,886 | 37,490 | 9,599 | 22,131 |
| Number of applicants |  |  |  |  |

Notes: The full sample includes applicants who list a teaching program in their top preference, while the preferred sample is restricted to applicants who list a teaching program as both their top and next-best preference. The treated group received a first-round offer for their top teaching program (i.e., had a composite admission score on or above the admission cutoff), while the control group did not. For each set of sorting outcomes in panels B through D, the shares do not necessarily sum to one because teachers with more than one contract can work in multiple types of schools. About $15 \%$ of first-time teachers have contracts in different schools.
dividuals admitted to their top programs are slightly less likely to work in public schools; low SES schools; and schools located in their home province. However, there is not a consistent sorting pattern across rural and urban areas. Moreover, the differences for the preferred sample tend to be somewhat smaller in magnitude than the corresponding differences for the full sample.

## 5. Validity of the RD design

### 5.1 Sorting across the threshold

The empirical strategy described in section 3 will only identify causal estimates of the effect of graduating from a more selective teaching program if certain conditions are fulfilled. One is that individuals should not be able to sort around admission thresholds in order to gain access to their desired program. Given the institutional setup, this is unlikely to be a realistic concern. Individuals cannot perfectly predict their top admission cutoff, as the score required for entry varies from year to year depending on the preference rankings and admission scores of all other applicants. Moreover, even if the admission cutoffs were possible to predict, it is unlikely that individuals could perfectly control the value of their admission score, because it depends largely on their performance on a centrally graded, standardized test. On the other side of the admissions process, there is not much scope for manipulation either. Programs can try to influence the type of individuals admitted to their program by adjusting the weighting scheme used to compute admission scores, but they must release these weights well in advance and cannot change them after the fact. Most importantly, a central authority is responsible for ranking applicants based solely on college entrance exam scores and high school GPA, so there is no room for manipulation based on subjective criteria or personal connections.

Despite the implausibility of sorting around the admission cutoffs, I perform several standard checks to see whether sorting seems to be a concern in practice. One is the McCrary density test, which formally tests whether there is significant bunching of applicants at the cutoff. If there is a significantly higher density of applicants located on or just above the cutoff, this would suggest that people could manipulate their scores in order to get admitted to their top program. However, it is important to note that it is not entirely unexpected to find some bunching at zero in this setup: there must always be at least one observation with zero distance to the admission cutoff for every program in every admission year, unless the individual with the lowest-admitted score is dropped under my sample restrictions. As seen in the density plots in Figure 1, this is the case here. In both the full and preferred sample, there is

Figure 1. Density plots of the running variable.


Notes: Each dot corresponds to the density of observations located within a bin of size one. The density plot on the left-hand side is for the full sample of applicants who list a teaching program as their top preference, while the density plot on the right-hand is for the preferred sample of applicants who list a teaching program as both their top and next-best choice. The vertical red line indicates the admission cutoff for the preferred teaching program.
one point right at zero with a significantly higher mass than the surrounding points. However, if the observations that lie exactly on the admission cutoff are excluded, the density of the running variable appears quite smooth, and the McCrary test finds no evidence of a statistically significant discontinuity at the threshold for almost every bandwidth between 0 and 50 (see Figure A.7).

A more direct way to test for systematic sorting is to examine whether there are any significant jumps in predetermined characteristics across the threshold. In the absence of sorting, the only thing that should jump across the threshold is access to a more selective teaching program. If there are significant jumps in predetermined background characteristics-e.g., if individuals just above the threshold have more educated parents or come from higher income families than those just below the threshold-this would suggest that the centralized admissions process does not generate as-good-as-random variation. Then, any observed jumps in outcomes on the teacher labor market could be due to jumps in other variables, not due to the jump in degree selectivity. To test for this, I estimate the main regression specification, equation (1), with different baseline characteristics as the dependent variable. The estimated jumps from these regressions are shown in Table A.3. The $p$-value from the joint significant test of all background characteristics is 0.265 for the full sample and 0.621 for the preferred sample, indicating that the baseline characteristics are balanced across the admission threshold. Indeed, when looking at each characteristic separately, only one of the 19 variables examined has a statistically significant jump across the threshold, which is roughly in line with the rejection rate expected simply due to random chance.

All of my main sorting outcomes condition upon having a teaching contract, so it is also important to evaluate whether there are jumps in predetermined characteristics across the threshold for the subsample of teachers. It would be concerning if, for instance, there was differential attrition of certain types of individuals just above versus just below the cutoff. This is not the case, however. Once again, the joint significance test finds no evidence of imbalance across the threshold, with a $p$-value of 0.473 for the full sample and 0.495 for the preferred sample. Moreover, all of the estimated coefficients are statistically indistinguishable from zero when tested separately. This reassuringly suggests that there are not important differences in some other dimension that could matter for the main outcomes, even amongst the group of individuals who select into the teaching profession after graduation.

### 5.2 First-stage results

While background covariates should not jump at the threshold, there should be a discontinuity in the probability of entering and completing the preferred program. In other words, there should be a valid first stage. The scatterplots in Figure 2 illustrate the first-stage relationships between the running variable and the probability to enroll in and complete the preferred program. If there were perfect compliance with first-round admission offers, all dots to the left of the cutoff (indicated by the vertical line) would be equal to zero, and all dots to the right of the cutoff would be equal to one. However, because some people get accepted off the waitlist, average enrollment and completion to the left of the cutoff is greater than zero. Similarly, because some people who get into their top program decide to attend another program, and because some people who do enroll in their top program end up dropping out, average enrollment and completion to the right of the cutoff are less than one. Despite these different forms of non-compliance, there is still a very apparent jump in both enrollment and completion rates at the threshold. The regression estimates corresponding to these jumps are shown in Table 4. As seen in the first row, the likelihood of immediately enrolling in the top program increases by 50 percentage points at the cutoff. Due to the fact that some people reapply and enter their top program in a later admission year and the fact that some people drop out before earning their degree, the jumps in ever enrollment and degree completion are somewhat smaller than the jumps in immediate enrollment. However, the point estimates are still large in magnitude and statistically significant.

The results in Table 4 show that the threshold-crossing instrument is valid in the sense that it successfully induces a significant, discontinuous increase in

Figure 2. First-stage jumps in enrollment and completion.
Panel $A$. Immediately enroll in preferred teaching program.


Panel B. Ever enroll in preferred teaching program.


Panel C. Earn a teaching title from the preferred teaching program.


Notes: The left-hand side figures are for the full sample of applicants who list a teaching program as their top choice, and those on the right-hand side are for the preferred sample of applicants who also list teaching as a next-best alternative. Each blue dot represents the average outcome within a bin of size three. The vertical orange line indicates the admission cutoff to the preferred program.

Table 4. Jumps in enrollment and completion of the preferred teaching program.

|  | Full sample |  | Preferred sample |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Mean <br> (1) | Jump <br> (2) | Mean <br> (3) | Jump <br> (4) |
| Immediately enrolled | $\begin{aligned} & \hline .146 \\ & (.353) \end{aligned}$ | $\begin{aligned} & .500 \\ & (.013)^{* * *} \end{aligned}$ | $\begin{aligned} & \hline .150 \\ & (.357) \end{aligned}$ | $\frac{.515}{(.017)^{* * *}}$ |
| Ever enrolled | $\begin{array}{r} .199 \\ (.399) \end{array}$ | $\underset{(.013)^{* * *}}{.465}$ | $\begin{aligned} & .195 \\ & (.396) \end{aligned}$ | $\stackrel{.483}{(.017)^{* * *}}$ |
| Earned degree | $\begin{array}{r} .115 \\ (.319) \end{array}$ | $.290$ | $. .111$ | $.304$ |
| Observations (enrollment outcomes) Observations (degree outcomes) | 14,553 |  | 8,355 |  |

Notes: Columns 1 and 3 report the mean outcomes for the control group, i.e., individuals below the admission cutoff. Columns 2 and 4 report the estimated jump at the cutoff for various outcomes. The outcome "immediately enrolled" equals one if the applicant enters their preferred program the first year that they apply. "Ever enrolled" equals one if the applicant enters their preferred program within four years of first application. "Earned degree" equals one if the applicant completes their preferred program within 10 years of first application. There are more observations for completion than enrollment due to the fact that initial enrollment is unobserved for the 2004-2006 admission cohorts.
an individual's probability of enrolling in and completing their preferred program. Nevertheless, it is an open question whether people who get into their preferred program, on the margin, get access to programs that are of higher quality and that lead to better labor market outcomes for their graduates. It is relevant to shed light on this before proceeding to the main analysis. Unless getting into the preferred program in and of itself has a causal effect on labor market outcomes, it would be unexpected for threshold-crossing to lead to sorting effects in the absence of jumps in institutional and program quality.

Given that I have universal enrollment data for the years 2007 onward, I can link the last four application cohorts in my sample to the institutions and programs where they first enroll. This allows me to assess the extent to which those who cross the threshold gain access to an institution and program that is higher-ranked not only in terms of their personal preferences, but also in terms of the average achievement level of their peers and other variables that proxy for educational quality such as accreditation status. Table 5 documents which characteristics change across the threshold at the institutional level (panel A)
and the program level (panel B). ${ }^{11}$ Each row reports the estimated jumps at the cutoff when using different institutional and program characteristics as the dependent variable in the main regression, i.e., equation (1).

As expected given how the centralized admission mechanism works, multiple features of an individual's education change positively across the cutoff when they gain access to their preferred teaching program. The selectivity of a program can be thought of as encompassing all of these features at once, rather than any one in isolation. Comparing columns 2 and 4, there are relatively similar findings for both the full and preferred sample. Individuals above their preferred admission threshold are around 6 to 7 percentage points more likely to attend a traditional university. While crossing the preferred admission threshold does not increase the probability of attending an accredited institution, it raises the likelihood of attending an accredited program by about 9 to 12 percentage points, which is a relative increment of around $18 \%$ for the preferred sample and $25 \%$ for the full sample. In terms of competitiveness, there are significant jumps in the average academic achievement of the peers that applicants are exposed to. At the institution level, individuals admitted to their top program have peers who score, on average, around 14 to 15 points (around a third of a standard deviation) higher on the college entrance exam and around .07 to .09 points (also around a third of a standard deviation) higher in terms of high school grades. When instead measuring peer quality by the average grades and test scores of their classmates-i.e., people who enter the same program in the same admission cohort-the jumps are similar though a bit larger in magnitude. There are also slight changes in the educational background of peers at the institutional level. Applicants above their preferred admission threshold attend institutions with a marginally higher (lower) share of students from private (public) high schools.

Another observable aspect of an individual's education that changes across the cutoff is their field of study. As seen in panel B of Table A.5, individuals are shifted out of teaching programs in their preferred subject as their admission score falls below the cutoff for their preferred program. Figure A. 8 documents these changes in more detail. It shows, for instance, that relative to individuals just above the cutoff, individuals on the waitlist are slightly more likely to specialize in primary education and slightly less likely to specialize

[^42]Table 5. Jumps in institution, program, and peer characteristics.

|  | Full sample |  | Preferred sample |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Mean <br> (1) | Jump (2) | Mean <br> (3) | Jump <br> (4) |
| A. Institutional characteristics |  |  |  |  |
| University | $\begin{gathered} .916 \\ (.278) \end{gathered}$ | $\underset{(.007)^{* *}}{.015}$ | $\begin{aligned} & .927 \\ & (.261) \end{aligned}$ | $\begin{aligned} & .003 \\ & \text { (.009) } \end{aligned}$ |
| Traditional university | $\begin{aligned} & .651 \\ & (.477) \end{aligned}$ | $\underset{(.012)^{* * *}}{.068}$ | $\begin{aligned} & .663 \\ & (.473) \end{aligned}$ | $\frac{.062}{(.016)^{* * *}}$ |
| Accredited institution | $\begin{array}{r} .958 \\ (.200) \end{array}$ | $\begin{aligned} & .003 \\ & (.005) \end{aligned}$ | $\begin{gathered} .963 \\ (.188) \end{gathered}$ | $\begin{aligned} & .005 \\ & (.006) \end{aligned}$ |
| Located in home region | $\begin{aligned} & .805 \\ & (.396) \end{aligned}$ | $\begin{aligned} & .017 \\ & (.013) \end{aligned}$ | $\begin{aligned} & .775 \\ & \text { (.418) } \end{aligned}$ | $\begin{aligned} & .023 \\ & (.018) \end{aligned}$ |
| Average achievement test score | $\underset{(50.323)}{535.798}$ | $\begin{aligned} & 13.617 \\ & (1.199)^{* * *} \end{aligned}$ | $\underset{(46.630)}{535.206}$ | $15.104$ |
| Average high school grades | $\underset{(.230)}{5.815}$ | $\stackrel{.065}{(.006)^{* * *}}$ | $\underset{(.219)}{5.808}$ | $\underset{(.007)^{* * *}}{.073}$ |
| Share from public high school | $\begin{array}{r} .367 \\ (.129) \end{array}$ | $\frac{-.011}{(.002)^{* * *}}$ | $\begin{aligned} & .364 \\ & (.126) \end{aligned}$ | $\stackrel{-.017}{(.003)^{* *}}$ |
| Share from voucher high school | $\begin{array}{r} .528 \\ (.111) \end{array}$ | $\stackrel{-.007}{(.002)^{* * *}}$ | $\begin{aligned} & .537 \\ & (.107) \end{aligned}$ | $\stackrel{-.007}{(.003)^{* *}}$ |
| Share from private high school | $\begin{array}{r} .105 \\ (.119) \end{array}$ | $\stackrel{.018}{(.003)^{* * *}}$ | $\begin{aligned} & .099 \\ & (.110) \end{aligned}$ | $\stackrel{.024}{(.004)^{* * *}}$ |
| B. Program characteristics |  |  |  |  |
| Accredited program | $\begin{aligned} & .474 \\ & (.499) \end{aligned}$ | $\frac{.118}{(.013)^{* * *}}$ | $\begin{aligned} & .524 \\ & (.499) \end{aligned}$ | $\stackrel{.093}{(.017)^{* * *}}$ |
| Duration of study (years) | $\underset{(.749)}{4.491}$ | $\xrightarrow[(.019)^{* * *}]{.064}$ | $\underset{(.684)}{4.524}$ | $\underset{(.024)^{* * *}}{.074}$ |
| Average achievement test score | $\begin{gathered} 522.193 \\ (47.893) \end{gathered}$ | $\begin{gathered} 14.617 \\ (1.032)^{* * *} \end{gathered}$ | $\underset{(46.487)}{523.423}$ | $\underset{(1.397)^{* * *}}{15.924}$ |
| Average high school grades | $\underset{(.234)}{5.761}$ | $\underset{(.005)^{* * *}}{.087}$ | $\underset{(.235)}{5.767}$ | $\underset{(.007)^{* * *}}{.085}$ |
| Share from public high school | $\begin{array}{r} .396 \\ (.147) \end{array}$ | $\begin{aligned} & .000 \\ & .(.003) \end{aligned}$ | $\begin{array}{r} .396 \\ (.145) \end{array}$ | $\begin{gathered} -.008 \\ (.004)^{* *} \end{gathered}$ |
| Share from voucher high school | $\begin{aligned} & .537 \\ & (.127) \end{aligned}$ | $\begin{gathered} -.006 \\ (.003)^{* *} \end{gathered}$ | $\xrightarrow[(.125)]{.545}$ | $\begin{aligned} & -.006 \\ & (.004)^{*} \end{aligned}$ |
| Share from private high school | $\begin{aligned} & .066 \\ & (.098) \end{aligned}$ | $\stackrel{.006}{(.002)^{* *}}$ | $\begin{aligned} & .059 \\ & (.090) \end{aligned}$ | $\frac{.014}{(.003)^{* * *}}$ |
| Observations | 14,225 |  | 8,172 |  |

Notes: Columns 1 and 3 report the mean outcomes for the control group, i.e., individuals below the admission cutoff. Columns 2 and 4 report the estimates of $\tau$ from equation (1) for different institution, program, and peer characteristics. All estimates are obtained using local linear regressions with a bandwidth of 30 and a rectangular kernel. The specifications include program-by-year fixed effects, as well as a flexible control function in which the slope of the running variable can vary above and below the cutoff by preference type. Standard errors are clustered at the program-by-year level and are shown in parentheses. Significance levels are denoted with stars: *** for $p$-value $<0.01$; ** for $p<0.05$; * for $p<0.10$.
in pedagogy in math and sciences. In a sense, the compositional change in the type of pedagogy degrees can be thought of as another aspect of the change in degree selectivity, because different specializations have different levels of competitiveness on average. However, the ideal comparison would arguably be made between individuals within the same specialization, given that graduates with different types of teaching titles likely apply to different teaching positions.

## 6. Results

In this section, I present reduced-form estimates of $\tau$ from equation (1) and second-stage estimates of $\pi$ from equation (3). Unless otherwise specified, I obtain all estimates using local linear regression with a bandwidth of 30 and a rectangular kernel. ${ }^{12}$ All regressions include program-by-year and preferencetype fixed effects. Additionally, they use a flexible control function $f$ that allows the slope of the running variable to vary above and below the threshold according to preference type.

### 6.1 Main findings

I start by examining whether there is selection into teaching across the threshold. Figure 3 provides a graphical representation. For the full sample, there is a clear discontinuity in the probability to teach across the threshold, whereas there is no apparent jump for the preferred sample. The corresponding regression estimates are shown in row 2 of Table 6 . As suggested by the scatterplot, there is indeed a significant increase in the probability to teach across the threshold for the full sample. People who cross their top admission cutoff are six percentage points more likely to have a teaching contract within 10 years of application, which is a relative increase of about $16 \%$ over the baseline mean. However, this selection effect appears to be driven by people who end up in a college major other than pedagogy. When restricting the analysis to the preferred sample of applicants who also list teaching as their next-best alternative, the estimated jump in the probability to teach drops to 1.5 percentage points, which is statistically indistinguishable from zero.

The zero-selection result for the preferred sample motivates the focus on this subgroup when turning to the sorting results, because it is less plausible

[^43]Figure 3. Selection into teaching in the full and preferred sample.


Notes: The figure on the left-hand side shows selection into teaching for the full sample, and the right-hand side panel shows selection into teaching for the preferred sample. Each blue dot represents the average outcome within a bin of size three. The vertical line indicates the admission cutoff for the preferred teaching program.

Figure 4. Sorting by school sector in the preferred sample.


Notes: All panels depict sorting by school sector for the preferred sample. Each blue dot represents the average outcome within a bin of size three. The vertical line indicates the admission cutoff for the preferred teaching program.
Table 6. Selection and sorting in the teaching profession.

|  | Full sample |  |  | Preferred sample |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean <br> (1) | RF <br> (2) | SS <br> (3) | Mean <br> (4) | RF <br> (5) | SS <br> (6) |
| A. Selection into teaching Hold a teaching title | $\begin{aligned} & .399 \\ & (.490) \end{aligned}$ | $\underset{(.012)^{* * *}}{.112}$ | - | $\begin{aligned} & .481 \\ & (.500) \end{aligned}$ | $\underset{(.016)^{* * *}}{.044}$ | - |
| Work as a teacher | $\begin{aligned} & .392 \\ & (.488) \end{aligned}$ | $\begin{aligned} & .063 \\ & (.012)^{* * *} \end{aligned}$ | $\stackrel{.216}{(.038)^{* * *}}$ | $\begin{aligned} & .462 \\ & (.499) \end{aligned}$ | $\begin{aligned} & .015 \\ & (.016) \end{aligned}$ | $\begin{aligned} & .049 \\ & (.052) \end{aligned}$ |
| B. Sorting by school sector Work in a public school | $\begin{aligned} & .368 \\ & (.482) \end{aligned}$ | $\begin{aligned} & -.029 \\ & (.017)^{*} \end{aligned}$ | $\begin{aligned} & -.073 \\ & (.044)^{*} \end{aligned}$ | $\begin{aligned} & .364 \\ & (.481) \end{aligned}$ | $\begin{gathered} -.065 \\ (.022)^{* * *} \end{gathered}$ | $\begin{gathered} -.145 \\ (.049)^{* * *} \end{gathered}$ |
| Work in a voucher school | $\begin{aligned} & .583 \\ & (.493) \end{aligned}$ | $\begin{gathered} .039 \\ (.018)^{* *} \end{gathered}$ | $\begin{gathered} .100 \\ (.045)^{* *} \end{gathered}$ | $\begin{aligned} & .597 \\ & (.491) \end{aligned}$ | $\underset{(.023)^{* *}}{.057}$ | $\underset{(.051)^{* *}}{.127}$ |
| Work in a private school | $\begin{gathered} .068 \\ (.253) \end{gathered}$ | $\begin{aligned} & -.004 \\ & (.010) \end{aligned}$ | $\begin{gathered} -.011 \\ (.024) \end{gathered}$ | $\begin{aligned} & .061 \\ & (.239) \end{aligned}$ | $\begin{aligned} & .009 \\ & (.012) \end{aligned}$ | $\begin{aligned} & .020 \\ & (.026) \end{aligned}$ |
| C. Sorting by student background Work in a low SES school | $\begin{aligned} & .468 \\ & (.499) \end{aligned}$ | $\begin{gathered} -.008 \\ (.018) \end{gathered}$ | $\begin{gathered} -.020 \\ (.045) \end{gathered}$ | $\begin{aligned} & .462 \\ & (.499) \end{aligned}$ | $\begin{gathered} -.033 \\ (.023) \end{gathered}$ | $\begin{gathered} -.073 \\ (.051) \end{gathered}$ |
| Work in a medium SES school | $\begin{aligned} & .323 \\ & (.468) \end{aligned}$ | $\begin{aligned} & .026 \\ & (.017) \end{aligned}$ | $\begin{aligned} & .065 \\ & (.044) \end{aligned}$ | $\begin{aligned} & .333 \\ & (.471) \end{aligned}$ | $\begin{gathered} .037 \\ (.022)^{*} \end{gathered}$ | $\begin{gathered} .082 \\ (.049)^{*} \end{gathered}$ |
| Work in a high SES school | $\begin{aligned} & .237 \\ & (.426) \end{aligned}$ | $\begin{gathered} -.010 \\ (.016) \end{gathered}$ | $\begin{gathered} -.025 \\ (.039) \end{gathered}$ | $\begin{aligned} & .236 \\ & (.425) \end{aligned}$ | $\begin{aligned} & -.002 \\ & (.020) \end{aligned}$ | $\begin{aligned} & -.004 \\ & (.044) \end{aligned}$ |

[^44]Table 6 (continued). Selection and sorting in the teaching profession.

|  | Full sample |  |  | Preferred sample |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean <br> (1) | RF <br> (2) | $\begin{aligned} & \text { SS } \\ & \text { (3) } \end{aligned}$ | Mean <br> (4) | RF <br> (5) | SS <br> (6) |
| $D$. Sorting by region |  |  |  |  |  |  |
| Work in a rural school | $\begin{aligned} & .114 \\ & (.318) \end{aligned}$ | $\begin{gathered} -.017 \\ (.011) \end{gathered}$ | $\begin{gathered} -.043 \\ (.028) \end{gathered}$ | $\begin{aligned} & .106 \\ & (.308) \end{aligned}$ | $\begin{aligned} & -.023 \\ & (.014) \end{aligned}$ | $\begin{gathered} -.051 \\ (.032) \end{gathered}$ |
| Work in an urban school | $\begin{aligned} & .897 \\ & (.304) \end{aligned}$ | $\begin{gathered} .020 \\ (.011)^{*} \end{gathered}$ | $\begin{gathered} .051 \\ (.027)^{*} \end{gathered}$ | $\begin{aligned} & .903 \\ & (.296) \end{aligned}$ | $\begin{gathered} .028 \\ (.014)^{* *} \end{gathered}$ | $\stackrel{.063}{(.030)^{* *}}$ |
| Work in home province | $\begin{aligned} & .718 \\ & (.450) \end{aligned}$ | $\begin{aligned} & -.012 \\ & (.017) \end{aligned}$ | $\begin{aligned} & -.031 \\ & (.042) \end{aligned}$ | $\begin{aligned} & .704 \\ & (.456) \end{aligned}$ | $\begin{aligned} & -.016 \\ & (.022) \end{aligned}$ | $\begin{aligned} & -.035 \\ & (.048) \end{aligned}$ |
| Work in other province | $\begin{aligned} & .288 \\ & (.453) \end{aligned}$ | $\begin{aligned} & .016 \\ & (.017) \end{aligned}$ | $\begin{aligned} & .041 \\ & (.042) \end{aligned}$ | $\begin{aligned} & .302 \\ & (.459) \end{aligned}$ | $\begin{aligned} & .020 \\ & (.022) \end{aligned}$ | $\begin{aligned} & .045 \\ & (.048) \end{aligned}$ |
| First-stage $F$-stat (panel A) |  | 941.592 |  |  | 602.216 |  |
| First-stage $F$-stat (panel B-D) |  | 807.019 |  |  | 712.858 |  |
| Observations (panel A) |  | 25,709 |  |  | 14,718 |  |
| Observations (panel B-D) |  | 11,635 |  |  | 7,348 |  |

Notes: Each row focuses on a different labor market outcome. Columns labeled "mean" report the mean outcome for the control group, i.e., individuals below the cutoff. Columns labeled "RF" report reduced-form estimates of the effect of getting admitted to the mostpreferred teaching program (i.e., $\tau$ from equation 1). Columns labeled "SS" report second-stage estimates in which completing the most-preferred teaching program is instrumented with distance to the admission cutoff for that program (i.e., $\pi$ from equation 3 ). All estimates are obtained using local linear regressions with a rectangular kernel and a bandwidth of 30 . The specification includes program-by-year and preference-type fixed effects, as well as a flexible control function allowing the slope of the running variable to vary above and below the cutoff by preference type. Standard errors are clustered at the program-by-year level and shown in parentheses. Significance levels are denoted with stars: $* * *$ for $p$-value $<0.01$; $* *$ for $p<0.05$; * for $p<0.10$.
that any estimated effects would be driven by certain people selecting into and out of teaching. Nevertheless, for the sake of completeness and generalizability, I also present the results for the full sample. I examine several characteristics of the schools where graduates get their first teaching job: type of management (public, voucher, or private); average socioeconomic background of the students enrolled (low, medium, or high SES); and location (whether the school is situated in a rural or urban area, and whether it is located in the "home province" where the individual lived at the time of high school graduation or another province).

I begin by analyzing sorting across school sectors. Figure 4 focuses on the preferred sample and depicts how individuals' probability of finding their first teaching job in a public, voucher, or private school changes as they cross the admission threshold for their top-ranked teaching program. The pattern is a bit noisy, but as individuals cross the cutoff, we see that there is a downward jump in the likelihood of teaching in a public school, which is mirrored by an upward jump in the likelihood of teaching a voucher school. There is also a slight increase in the probability to teach in a private school, though the jump is more minute. The estimates of these discontinuities, using only the observations within 30 points of the cutoff, are shown in panel B of Table 6, under the column labelled "RF" (column 5). Consistent with the descriptive plot, there is a drop in the probability to work in a public school-a decline of around 6.5 percentage points-and a roughly equal-sized increase in the probability to work in a voucher school, indicating that the decreased sorting into public schools is primarily driven by increased sorting into voucher schools. These are large effects, especially when scaled by the first-stage jump in the probability of earning the preferred degree (column 6).

For the remaining sorting outcomes, graphical illustrations can be found in Figure A. 10 in the appendix. As in the preceding example, column 5 of Table 6 reports the estimated discontinuity at the admission cutoff for each of the outcomes, while column 6 reports the second-stage estimates when I instrument completion of the preferred program with an indicator for crossing the admission cutoff.

In panel C of the table, I turn to sorting by socioeconomic background. There is suggestive evidence that graduates with more selective degrees are less likely to work in schools serving the most disadvantaged students. Crossing the admission threshold for the preferred teaching program decreases the probability of teaching in a low SES school by 3.3 percentage points, a sizable though statistically insignificant effect. This is accompanied by an increase in the probability to teach in middle SES schools, but not in high SES schools. Given the typical socioeconomic composition of schools in different sectors,
this pattern is perhaps unsurprising in light of the earlier finding, i.e., the shift from public schools into voucher schools as opposed to private schools.

Finally, in panel D, I study sorting across regions. I find that crossing the admission threshold for their preferred program increases an individual's probability of teaching in an urban school by 2.8 percentage points, with a similar decrease in the probability of teaching in a rural school. I also analyze whether there is an impact on the likelihood of "returning home" to teach. If there is an effect at all, the estimates suggest that attending a more selective program may increase geographical mobility, reducing individuals' likelihood of teaching in the province where they lived during high school. However, the estimates are imprecise and insignificant.

Altogether, these results indicate that attending and graduating from a more selective teaching program has an impact on teachers' early labor market outcomes. In the following sections, I assess the robustness of these results to different model specifications, sample restrictions, and definitions of the main outcomes.

### 6.2 Specification checks

When implementing a regression discontinuity design, the researcher must make somewhat arbitrary choices regarding what functional form to use when controlling for the running variable; what bandwidth to select in the case of non-parametric estimation; and what weight to give each observation depending on its distance from the threshold (Lee and Lemieux, 2010). In this section, I test whether the sorting effects that I found for the preferred sample are sensitive to each of these choices.

As a first check, the graphs in Figure A. 11 plot the main reduced-form estimates for the preferred sample using local linear regressions with different bandwidths ranging from five to 60 . The $95 \%$ confidence intervals for the estimates are illustrated with dashed blue lines. Any time these lines enclose the horizontal zero-axis, the estimated jump is not statistically different from zero at the $5 \%$ level. At the lowest bandwidths, when few observations are used in the regressions, the estimates are quite noisy, and some are fairly sensitive in both sign and magnitude. However, in the vicinity of the optimal bandwidth (shown by the dashed orange line), the point estimates always have the same sign as the main estimate (shown by the orange dot) and are substantial in size, even when statistically insignificant.

In Table A.6, I perform additional checks on the functional form of the reduced-form specifications. The first five columns present estimates from different local linear regressions. I start with the most parsimonious regression
specification in column 1, allowing the slope of the running variable to change on either side of the cutoff but including no other covariates or fixed effects. In columns 2 through 4, I sequentially add more control variables and allow for a more flexible control function. In column 2, I first add program-by-year fixed effects; then, in column 3, I replicate the main specification by adding preference-type fixed effects and interacting them with the control function so that the slope of the running variable can vary above and below the cutoff for each of the three preference types; finally, in column 4, I include an individual's age, gender, home region, and an indicator of high household income as additional controls. Reassuringly, as the regression specification becomes richer, none of the main point estimates change in meaningful ways. For one final check using non-parametric methods, I allow more weight to be placed on the observations near the cutoff by running the regressions with a triangular kernel instead of a rectangular kernel. Column 5 reports the results. The point estimates remain large in magnitude, albeit smaller than the main estimates in some cases.

Although regression discontinuity designs are local in nature, it is possible to make use of all observations in the sample rather than relying on those close to the threshold for estimation. This introduces some bias into the estimates, but can increase precision. Given that high-order polynomials have several undesirable properties (Gelman and Imbens, 2019), my final robustness check uses a quadratic form to control for the running variable. Column 6 shows that some of the estimates are sensitive to the new specification, but the main conclusions for sorting by sector and school urbanicity hold.

### 6.3 Different sample restrictions

As discussed in section 5, regression discontinuity designs rest on the assumption that individuals cannot manipulate their score and systematically sort on one side of the threshold. When I performed a McCrary density test to detect this kind of sorting, I found that there is in fact a significant bunching of individuals right on the admission cutoff for their top program, i.e., with zero distance to the threshold. Although this is not surprising given the institutional setup, I nevertheless perform sensitivity checks to see if the results change when I drop observations located right on the cutoff or very close to the cutoff. Colloquially, this is known as a "donut RD" design, because excluding observations on or near the cutoff creates a donut-like hole around the threshold that determines access to treatment. The results from three different donut RDs are reported in columns 2 through 4 of Table A.7. In column 2 , I drop observations located exactly on the threshold, while in columns 3
and 4 I exclude all points located within one and two points of the threshold respectively. Comparing these results to the main regression results, which I replicate in column 1 for ease of comparison, there are no major qualitative differences. The magnitude of the estimates change somewhat, but again, the main conclusions hold.

Another potential sorting concern arises because individuals are permitted to re-take the college entrance exam and may postpone applying until they score high enough to get into their desired teaching program. It is possible that such individuals are different on some unobserved dimension that matters for their labor market outcomes, such as general motivation level or passion for becoming a teacher. While I have previously argued it is unlikely that people can sort perfectly on one side of the admission threshold, I address sorting concerns related to re-taking and postponing behavior by restricting the analysis to a subsample of people who submit their first application in the same year that they first take the college entrance exam. These results are reported in column 5 of Table A.7. If anything, the sorting effects become stronger.

### 6.4 Alternative measures of labor market outcomes

About $15 \%$ of teachers work in more than one school the first year that they teach. In the main results, I keep information on all workplaces and allow, for example, the same person to work in both a public and private school. Though this only affects a small portion of the sample, it may give a somewhat misleading picture. Thus, in column 4 of Table A.8, I show that the main results do not change when instead defining the outcome variables based on the characteristics of each teacher's primary workplace (i.e., the school where they work the most hours).

Another potential concern is that the different characteristics of schools are correlated with one another, but looking at each characteristic separately may miss important variation and sorting patterns across multiple dimensions at the same time. For example, individuals above the threshold may be less likely to teach in the most vulnerable schools-public schools in rural areas serving primarily low SES students-but looking at each characteristic separately may not adequately capture the extent of these sorting patterns. Thus, I create a composite "vulnerability index" that combines variation across multiple school characteristics. I construct the index using the first principal component of three highly correlated variables: hours worked in public school, rural school, and low SES schools (see Table A.9). I standardize the index to have a mean of zero and a standard deviation of one. Higher values indicate a more
vulnerable school in terms of student population and difficulty to staff, and lower values indicate a less vulnerable school. Row 1 of Table A. 10 reports the regression results from estimating equation (1) with the vulnerability index as the dependent variable. Consistent with the main results, there is a significant decrease in the composite vulnerability index at the cutoff, and the estimate is quite stable across different bandwidths (see the top panel of Figure A.12).

In a similar vein, using binary indicators for the outcome variables may miss important variation that one could exploit if a continuous measure had instead been available. Thus, for a richer measure of a school's urbanicity, I use the $\log$ population density of the commune where a school is located. ${ }^{13}$ The second row of Table A. 10 reports the results. In line with the findings that used a dichotomous measure of urbanicity, there is a significant upward jump in $\log$ population density at the cutoff, though the estimates are a bit sensitive at very low bandwidths (see the bottom panel of Figure A.12).

### 6.5 Heterogeneity analysis

So far, my analysis has focused on average effects. In this section, I divide the preferred sample into subgroups along two different dimensions and check whether the strength of the treatment effects differs for any particular subgroup.

The first subgroup analysis is motivated by the fact that, even amongst the traditional universities, there may be important variation in the average quality of teaching programs. Admission to the most prestigious programs in the sample may produce bigger jumps in educational quality and send a stronger signal of potential teacher quality to employers, thereby leading to more favorable labor market outcomes for graduates of these programs. In order to investigate this possibility, I create annual rankings of each teaching program in the centralized admission system according to the average college entrance exam score of all admitted applicants in a given admission year. I then categorize applicants according to whether their top-listed program is above or below median quality for their application year and run the main regression specifications separately for each subgroup. The reduced-form and secondstage estimates are reported in Table A.11. The three left-hand columns show

[^45]the results for above-median programs (i.e., the most selective), while the three right-hand columns show the results for below-median programs. As hypothesized, the reduced-form estimates for sorting by school sector are notably larger for students admitted to the above-median programs, though once scaled up by the probability of degree completion, this no longer holds. All in all, the results are relatively similar across the two subsamples.

In the second subgroup analysis, I classify individuals into groups according to the type of high school they attended prior to pursuing a teaching title in order to investigate whether there are different treatment effects for public high school graduates in comparison to graduates of voucher and private high schools. Employers at voucher and private schools may have a bias that past graduates of these schools are, on average, more academically capable or better-suited to teach in environments similar to the ones they experienced as students, regardless of where they later earned their teaching title. By contrast, employers may be more uncertain about the quality of applicants who previously attended public schools and may therefore place more weight on where they earned their teaching title when assessing whether they would be a good hire. In that case, the effect of graduating from a more selective teaching program should be larger for public school graduates. Though the estimates are quite imprecise, Table A. 12 suggests that there are some differences across the two subsamples. Interestingly, the increased sorting into voucher schools and medium-SES schools does not seem to be driven by public school graduates who get into their preferred program. However, in line with my hypothesis, attending and graduating from a more selective program does appear to increase the sorting of public school graduates into the most elite schools: private schools and high-SES schools.

## 7. Concluding remarks

A common finding in the teacher sorting literature is that teachers trained at more selective universities are unevenly distributed across schools in ways that disadvantage the most academically and socioeconomically vulnerable students. Most studies are based on data from single states in the U.S. In this paper, I use data covering the entire population of teachers in Chile and document that the same sorting pattern exists in the Chilean context. Then, I investigate whether this kind of sorting is merely a descriptive phenomenon, or whether graduating from a more selective undergraduate institution has a causal impact on the type of schools where prospective teachers find their first job. To this end, I use a regression discontinuity design implicit in the college
admissions process at Chile's most selective universities and compare the early labor market outcomes of individuals on the margin of being admitted to or wait-listed for their top-ranked teaching program.

Relative to applicants just below the admission threshold, applicants who barely gain admission to their top-ranked program are more likely to enroll in and graduate from a teaching program with higher-achieving peers and better accreditation status. They are also more likely to find their first teaching job in voucher schools and schools located in more urbanized areas. Although imprecise, the estimates for sorting by socioeconomic background suggest there is also an increase in the probability of working in a medium SES school, which is mirrored by a decrease in the likelihood of working in a low SES school. Given prior research showing that teachers prefer to work close to home, I also study whether attending a more selective university affects the likelihood of working in the province where teachers went to high school. I find no indication that this is the case.

While I cannot directly observe what happens on the demand side of the hiring process, the results of this study suggest that schools value the strength of applicants' academic credentials when deciding who to hire. In particular, they appear to use competitiveness of undergraduate institution as a signal of an applicant's quality. This raises the question of the extent to which attending a more selective teaching program actually makes someone a more effective teacher, a possibility that future research could explore.

As far as the external validity of the results, Chile is arguably a context where degree selectivity is relatively likely to affect teacher sorting. The rapid expansion of teaching programs in the early 2000s led to considerable heterogeneity in the selectivity and quality of teacher training, given that many new programs were unaccredited and had low admission standards. Faced with increased uncertainty about the quality of prospective teachers-in particular graduates of newly-established programs-employers may be more dependent on degree selectivity when assessing who to hire. Moreover, Chile has an extensive voucher school system, similar to but even more pervasive than the system of charter schools in the U.S. and independent schools in Sweden. In an environment with such a high degree of school choice, school administrators likely feel extra pressure to recruit highly-qualified teachers who help them attract students.

## Appendix

## Figures

Figure A.1. Entrance exam scores for students in teaching programs at traditional universities and private institutions.


Notes: This figure illustrates the distribution of scores on the college entrance exam for students enrolled in teaching programs at traditional universities and private institutions.

Figure A.2. Selection into teaching after completion of a teaching program.


Notes: This figure plots the share of graduates between 2007 and 2016 who have worked as a classroom teacher within $t$ years of earning their teaching degree. I restrict the sample to graduates of full-time teaching programs specialized in primary and secondary education.
Figure A.3. Map of Chile showing cities with students enrolled in teaching programs at traditional and other institutions.

Figure A.4. Map of Chile showing cities with teaching programs at low-, medium-, and high-selectivity institutions.
Notes: Each point marks a city where students graduate from full-time teaching programs specialized in primary and secondary
education. The blue triangles correspond to low-selectivity institutions (average university selection test score less than 500 );
the orange circles correspond to medium-selectivity institutions (average score between 500 and 550 ); and the green squares
correspond to high-selectivity institutions (average score 550 or higher).
Figure A.5. Share of graduates from teaching programs by selectivity of institution and administrative region.

Notes: For each of Chile's 16 administrative regions, this figure shows the share of students who graduate from teaching programs at low-, medium- and high-selectivity institutions. I define selectivity based on the average university selection test score. Low selectivity: average score less than 500 . Medium selectivity: average score between 500 and 550 . High selectivity: average score 550 or higher. The darker the shade, the larger the share of graduates.

Figure A.6. Admission cutoffs for teaching programs relative to other programs.


Notes: Panel A illustrates the distribution of scores on the college entrance exam for students enrolled in traditional universities and private institutions. Panel B figure illustrates the distribution of admission cutoffs for teaching programs relative to other programs for the application cohorts used in the main analysis (years 2004 through 2010). Programs that do not reach capacity are included in the figure even though the admission cutoff is not binding, which is the case for about $13.29 \%$ of teaching programs and $18.16 \%$ of other programs.

Figure A.7. Checks for discontinuities in the running variable.
Panel $A$. Density plot of the running variable excluding zeros.


Panel B. McCrary test for jump in $\log$ difference in height at the cutoff.


Notes: Panel A shows the density of the running variable when excluding zeros (i.e., the points that lie exactly on the cutoff). Each dot corresponds to the density of observations located within a bin of size one. Panel B reports the results of the McCrary density test at different bandwidths ranging from one to 60 , also when excluding zeros. The solid lines plot the estimated log difference in height at the admission cutoff, and the dashed lines show the $95 \%$ confidence intervals for the estimates. The dashed orange line marks the optimal bandwidth chosen by the selection procedure in McCrary (2008), and the orange dot at 30 marks the bandwidth used in the regression tables.

Figure A.8. Type of teaching titles earned.
i. Full sample

ii. Preferred sample

$\square$ Primary education
$\square$ Language \& communication
$\square$ Math \& science


Notes: Treated refers to applicants who score above the admission cutoff and receive a first-round offer for their top-ranked teaching program. Control refers to applicants who score below the cutoff and do not receive a first-round offer for their top-ranked program. The sample is restricted to a bandwidth of 30 , as in the main regressions. Other teaching titles include specializations in art and music, philosophy and religion, physical education, and technology.

Figure A.9. Jumps in enrollment and completion of any teaching program.
Panel $A$. Immediately enroll in any teaching program.


Panel B. Ever enroll in any teaching program.


Panel $C$. Earn a teaching title from any teaching program.


Notes: The left-hand side figures are for the full sample of applicants who list a teaching program as their top choice, and those on the right-hand side are for the preferred sample of applicants who also list teaching as a next-best alternative. Each blue dot represents the average outcome within a bin of size three. The vertical line indicates the admission cutoff to the preferred program.

Figure A.10. Scatterplots for teacher sorting outcomes.
Panel A. First teaching job in a public school.


Panel B. First teaching job in a voucher school.


Panel C. First teaching job in a private school.

(Continued on next page.)

Figure A. 10 (continued). Scatterplots for teacher sorting outcomes.

Panel D. First teaching job in a low SES school.


Panel E. First teaching job in a medium SES school.


Panel F. First teaching job in a high SES school.

(Continued on next page.)

Figure A. 10 (continued). Scatterplots for teacher sorting outcomes.
Panel F. First teaching job in a rural school.


Panel G. First teaching job in an urban school.

(Continued on next page.)

Figure A. 10 (continued). Scatterplots for teacher sorting outcomes.

Panel I. First teaching job in a school located in home province.


Panel J. First teaching job in a school located outside home province.


Notes: Figures on the left-hand side of each panel are for the full sample of applicants, while figures on the right-hand side are for the preferred sample of applicants who list a teaching program as both their top and next-best preference. Each blue dot represents the average outcome within a bin of size three. The vertical line indicates the admission cutoff to the preferred teaching program.

Figure A.11. Sensitivity of the first-stage and reduced-form estimates for the preferred sample at different bandwidths.
i. Enroll in preferred program

iii. Hold a teaching title


- Main specification $\qquad$ Estimate
(Continued on next page.)

Figure A. 11 (continued). Sensitivity to different bandwidths.


Figure A. 11 (continued). Sensitivity to different bandwidths.


Notes: The above figures examine the sensitivity of the main first-stage and reduced-form results for the preferred sample. For each outcome, the solid blue line plots the estimated jump at the admission cutoff obtained using local linear regression with bandwidths ranging between five and 60 . The $95 \%$ confidence intervals for the estimates are illustrated with dashed blue lines. The vertical orange line marks the optimal bandwidth according to the CCT selection procedure. As in the tables, all regressions include program-by-year and preference-type fixed effects, as well as a flexible control function in which the slope can vary above and below the cutoff by preference type.

Figure A.12. Additional bandwidth graphs for robustness checks.


Notes: The above figures show the reduced-form estimates at different bandwidths from five to 60 for two outcomes used for robustness checks. In the top panel, the outcome is a composite vulnerability index constructed by Principal Component Analysis. In the bottom panel, the outcome is the log population density of the commune where the teachers' school is located.
Table A.1. Specializations in pedagogy and share of titles granted in each sub-field 2007-2016.

| Pedagogía en... | Pedagogy in... | Percent |
| :--- | :--- | :---: |
| Artes y Música | Art \& Music | 2.54 |
| Ciencias | Natural Sciences | 3.58 |
| Educación Básica | Basic Education (Grades 1-8) | 27.51 |
| Educación Diferencial | Special Education | 10.88 |
| Educación Física | Physical Education | 15.26 |
| Educación de Párvulos | Early Education | 16.46 |
| Filosofía y Religión | Philosophy \& Religion | 1.49 |
| Historia, Geografía y Ciencias Sociales | History, Geography \& Social Sciences | 5.65 |
| Idiomas | Foreign Language | 9.07 |
| Lenguaje, Comunicación y/o Castellano | Language, Communication, and/or Spanish | 4.18 |
| Matemáticas y Computación | Mathematics \& Computing | 3.38 |

Notes: This table lists all possible specializations in pedagogy. The last column shows the share of all teaching titles granted between 2007 and 2016 that were earned within each particular specialization.

Table A.2. Descriptive statistics for applicants who apply to a teaching program in their top preference.

|  | Full sample |  | Preferred sample |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Applicants | Teachers | Applicants | Teachers |
|  | (1) | (2) | (3) | (4) |
| A. Personal background |  |  |  |  |
| Female | . 585 | . 663 | . 569 | . 642 |
| Age at application | 19.785 | 19.596 | 19.805 | 19.612 |
| Resident of Santiago metro area | . 265 | . 241 | . 284 | . 253 |
| Log population density of home commune | 5.737 | 5.544 | 5.778 | 5.574 |
| Employed part- or full-time | . 086 | . 073 | . 091 | . 078 |
| B. Family background |  |  |  |  |
| High household income | . 332 | . 336 | . 325 | . 328 |
| Household size | 4.630 | 4.603 | 4.613 | 4.583 |
| Number of parents alive | 1.853 | 1.869 | 1.853 | 1.870 |
| At least one parent works full-time | . 717 | . 725 | . 717 | . 728 |
| Father works in education | . 070 | . 077 | . 069 | . 077 |
| Mother works in education | . 092 | . 099 | . 092 | . 098 |
| Father's years of schooling | 11.377 | 11.323 | 11.257 | 11.202 |
| Mother's years of schooling | 11.232 | 11.227 | 11.134 | 11.129 |
| Neither parent went to college | . 652 | . 660 | . 670 | . 679 |
| C. Academic background |  |  |  |  |
| Years since high school graduation | 1.003 | . 904 | 1.019 | . 924 |
| Graduate of public high school | . 429 | . 419 | . 431 | . 423 |
| Graduate of voucher high school | . 527 | . 541 | . 535 | . 549 |
| Graduate of private high school | . 044 | . 040 | . 034 | . 028 |
| High school grade point average | 5.786 | 5.892 | 5.781 | 5.879 |
| Score on college entrance exam | 541.144 | 548.541 | 541.389 | 546.877 |
| D. Application information |  |  |  |  |
| Number of applications | 4.792 | 4.847 | 4.874 | 4.962 |
| Number of teaching programs | 2.814 | 3.003 | 3.470 | 3.591 |
| Apply only to teaching programs | . 213 | . 235 | . 371 | . 375 |
| Number of institutions | 2.492 | 2.535 | 2.687 | 2.743 |
| Apply only within home region | . 538 | . 542 | . 479 | . 482 |
| Receive any first-round offer | . 680 | . 762 | . 669 | . 751 |
| First-round offer for teaching | . 539 | . 692 | . 589 | . 710 |
| First-round offer for top program | . 323 | . 449 | . 303 | . 398 |
| Preference ranking of first offer | 2.161 | 1.865 | 2.249 | 1.973 |
| E. Outcomes |  |  |  |  |
| Earn teaching title from top program | . 227 | . 459 | . 216 | . 408 |
| Earn any teaching title | . 442 | . 883 | . 482 | . 894 |
| Teach within 10 years of application | . 419 | 1.000 | . 457 | 1.000 |
| Years to first teaching contract | - | 6.444 | - | 6.448 |
| Observations | 55,376 | 23,188 | 31,730 | 14,511 |

[^46]Table A.3. Balance in baseline characteristics for the main samples of applicants and teachers.

|  | Full sample |  |  |  | Preferred sample |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Applicants |  | Teachers |  | Applicants |  | Teachers |  |
|  | Mean <br> (1) | Jump <br> (2) | Mean <br> (3) | Jump (4) | Mean (5) | Jump (6) | Mean (7) | Jump (8) |
| A. Personal background |  |  |  |  |  |  |  |  |
| Female | $\begin{aligned} & .603 \\ & (.489) \end{aligned}$ | $\begin{aligned} & .007 \\ & (.011) \end{aligned}$ | $\begin{aligned} & .603 \\ & (.489) \end{aligned}$ | $\begin{aligned} & .007 \\ & (.011) \end{aligned}$ | $\begin{aligned} & .588 \\ & (.492) \end{aligned}$ | $\begin{aligned} & .018 \\ & (.015) \end{aligned}$ | $\begin{aligned} & .588 \\ & (.492) \end{aligned}$ | $\begin{gathered} .018 \\ (.015) \end{gathered}$ |
| Age at application | $\begin{aligned} & 19.764 \\ & (2.259) \end{aligned}$ | $\begin{aligned} & -.006 \\ & (.054) \end{aligned}$ | $\begin{aligned} & 19.764 \\ & (2.259) \end{aligned}$ | $\begin{gathered} -.006 \\ (.054) \end{gathered}$ | $\underset{(2.305)}{19.773}$ | $\begin{gathered} -.002 \\ (.079) \end{gathered}$ | $\begin{gathered} 19.773 \\ (2.305) \end{gathered}$ | $\begin{gathered} -.002 \\ (.079) \end{gathered}$ |
| Resident of Santiago metro area | $\begin{gathered} .292 \\ (.455) \end{gathered}$ | $\begin{aligned} & .005 \\ & (.007) \end{aligned}$ | $\begin{gathered} .292 \\ (.455) \end{gathered}$ | $\begin{aligned} & .005 \\ & (.007) \end{aligned}$ | $\begin{aligned} & .310 \\ & (.463) \end{aligned}$ | $\begin{aligned} & .000 \\ & (.010) \end{aligned}$ | $\begin{array}{r} .310 \\ (.463) \end{array}$ | $\begin{gathered} .000 \\ \hline \end{gathered} .010$ |
| Log population density of home commune | $\begin{gathered} 5.832 \\ (2.312) \end{gathered}$ | $\begin{gathered} .007 \\ (.045) \end{gathered}$ | $\begin{aligned} & 5.832 \\ & (2.312) \end{aligned}$ | $\begin{aligned} & .007 \\ & (.045) \end{aligned}$ | $\underset{(2.331)}{5.861}$ | $\begin{gathered} .013 \\ (.063) \end{gathered}$ | $\underset{(2.331)}{5.861}$ | $\begin{gathered} .013 \\ (.063) \end{gathered}$ |
| Employed part- or full-time | $\begin{array}{r} .083 \\ (.276) \end{array}$ | $\frac{-.004}{(.007)}$ | $\begin{array}{r} .083 \\ (.276) \end{array}$ | $\begin{gathered} -.004 \\ (.007) \end{gathered}$ | $\begin{gathered} .085 \\ (.279) \end{gathered}$ | $\frac{-.006}{(.010)}$ | $\begin{aligned} & .085 \\ & (.279) \end{aligned}$ | $\frac{-.006}{(.010)}$ |
| B. Family background High household income | $\begin{array}{r} .329 \\ (.470) \end{array}$ | $\begin{aligned} & -.003 \\ & (.012) \end{aligned}$ | $\begin{gathered} .333 \\ (.471) \end{gathered}$ | $\begin{gathered} -.004 \\ (.017) \end{gathered}$ | $\begin{aligned} & .326 \\ & (.469) \end{aligned}$ | $\begin{aligned} & .002 \\ & (.016) \end{aligned}$ | $\begin{gathered} .330 \\ (.470) \end{gathered}$ | $\begin{aligned} & .004 \\ & (.022) \end{aligned}$ |
| Household size | $\begin{aligned} & 4.625 \\ & (1.446) \end{aligned}$ | $\begin{gathered} -.029 \\ \hline \end{gathered}$ | $\begin{aligned} & 4.585 \\ & (1.386) \end{aligned}$ | $\begin{gathered} -.065 \\ (.050) \end{gathered}$ | $\begin{aligned} & 4.607 \\ & (1.436) \end{aligned}$ | $\begin{gathered} -.045 \\ (.046) \end{gathered}$ | $\begin{aligned} & 4.570 \\ & (1.379) \end{aligned}$ | $\begin{aligned} & -.069 \\ & (.064) \end{aligned}$ |
| Number of parents alive | $\begin{aligned} & 1.852 \\ & (.382) \end{aligned}$ | $\begin{gathered} .007 \\ (.009) \end{gathered}$ | $\begin{aligned} & 1.864 \\ & (.369) \end{aligned}$ | $\begin{array}{r} .015 \\ (.014) \end{array}$ | $\frac{1.854}{(.379)}$ | $\begin{aligned} & .007 \\ & (.013) \end{aligned}$ | $\begin{aligned} & 1.870 \\ & (.364) \end{aligned}$ | $\begin{gathered} .007 \\ (.017) \end{gathered}$ |
| At least one parent works full-time | $\begin{array}{r} .721 \\ (.448) \end{array}$ | $\begin{aligned} & .006 \\ & (.011) \end{aligned}$ | $\begin{array}{r} .734 \\ (.442) \end{array}$ | $\begin{array}{r} .006 \\ (.017) \end{array}$ | $\begin{array}{r} .726 \\ (.446) \end{array}$ | $\begin{aligned} & .012 \\ & (.015) \end{aligned}$ | $\begin{array}{r} .738 \\ (.440) \end{array}$ | $\begin{aligned} & .016 \\ & (.022) \end{aligned}$ |
| Father works in education | $\begin{aligned} & .067 \\ & (.251) \end{aligned}$ | $\frac{-.003}{(.007)}$ | $\begin{array}{r} .075 \\ (.263) \end{array}$ | $\frac{-.002}{(.011)}$ | $\begin{array}{r} .066 \\ (.249) \end{array}$ | $\begin{aligned} & .004 \\ & (.010) \end{aligned}$ | $\begin{gathered} .073 \\ (.261) \end{gathered}$ | $\begin{gathered} .002 \\ (.014) \end{gathered}$ |
| Mother works in education | $\begin{aligned} & .089 \\ & (.284) \end{aligned}$ | $\begin{aligned} & .002 \\ & (.007) \end{aligned}$ | $\begin{gathered} .092 \\ (.290) \end{gathered}$ | $\begin{gathered} .008 \\ (.011) \end{gathered}$ | $\begin{array}{r} .091 \\ (.287) \end{array}$ | $\begin{aligned} & .006 \\ & (.010) \end{aligned}$ | $\begin{gathered} .093 \\ (.291) \end{gathered}$ | $\begin{aligned} & .018 \\ & (.015) \end{aligned}$ |

[^47]Table A. 3 (continued). Balance in baseline characteristics for the main samples of applicants and teachers.

|  | Full sample |  |  |  | Preferred sample |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Applicants |  | Teachers |  | Applicants |  | Teachers |  |
|  | Mean <br> (1) | Jump <br> (2) | Mean <br> (3) | Jump <br> (4) | Mean (5) | Jump (6) | Mean (7) | Jump (8) |
| Father's years of schooling | $\begin{aligned} & 11.387 \\ & (3.744) \end{aligned}$ | $\begin{aligned} & \hline .063 \\ & (.098) \end{aligned}$ | $\begin{aligned} & 11.333 \\ & (3.713) \end{aligned}$ | $\begin{gathered} -.043 \\ (.144) \end{gathered}$ | $\begin{aligned} & 11.311 \\ & (3.713) \end{aligned}$ | $\begin{gathered} -.077 \\ (.132) \end{gathered}$ | $\begin{aligned} & 11.273 \\ & (3.697) \end{aligned}$ | $\begin{gathered} .027 \\ (.185) \end{gathered}$ |
| Mother's years of schooling | $\begin{aligned} & 11.240 \\ & (3.557) \end{aligned}$ | $\begin{gathered} .028 \\ (.090) \end{gathered}$ | $\begin{aligned} & 11.236 \\ & (3.527) \end{aligned}$ | $\begin{gathered} .142 \\ (.137) \end{gathered}$ | $\begin{aligned} & 11.193 \\ & (3.541) \end{aligned}$ | $\begin{gathered} .040 \\ (.125) \end{gathered}$ | $\begin{aligned} & 11.203 \\ & (3.538) \end{aligned}$ | $\begin{gathered} .183 \\ (.176) \end{gathered}$ |
| Neither parent went to college | $\begin{array}{r} .653 \\ (.476) \end{array}$ | $\begin{gathered} .006 \\ (.012) \end{gathered}$ | $\begin{gathered} .664 \\ (.472) \end{gathered}$ | $\begin{gathered} -.003 \\ (.018) \end{gathered}$ | $\begin{gathered} .663 \\ (.473) \end{gathered}$ | $\begin{aligned} & .011 \\ & (.016) \end{aligned}$ | $\begin{gathered} .672 \\ (.469) \end{gathered}$ | $\begin{gathered} .003 \\ (.023) \end{gathered}$ |
| C. Academic background Years since high school graduation | $\begin{aligned} & 1.002 \\ & (1.957) \end{aligned}$ | $\begin{array}{r} .015 \\ (.047) \end{array}$ | $\begin{gathered} .877 \\ (1.741) \end{gathered}$ | $\begin{gathered} .084 \\ (.066) \end{gathered}$ | $\begin{aligned} & 1.009 \\ & (1.968) \end{aligned}$ | $\begin{gathered} .044 \\ (.068) \end{gathered}$ | $\begin{gathered} .868 \\ (1.756) \end{gathered}$ | $\begin{gathered} .108 \\ (.089) \end{gathered}$ |
| Graduate of public high school | $\begin{aligned} & .431 \\ & (.495) \end{aligned}$ | $\begin{gathered} .011 \\ (.012) \end{gathered}$ | $\begin{array}{r} .410 \\ (.492) \end{array}$ | $\begin{gathered} .005 \\ (.018) \end{gathered}$ | $\begin{array}{r} .428 \\ (.495) \end{array}$ | $\begin{aligned} & -.003 \\ & (.015) \end{aligned}$ | $\begin{gathered} .408 \\ (.492) \end{gathered}$ | $\begin{aligned} & -.014 \\ & (.023) \end{aligned}$ |
| Graduate of voucher high school | $\begin{array}{r} .530 \\ (.499) \end{array}$ | $\begin{aligned} & -.010 \\ & (.012) \end{aligned}$ | $\begin{gathered} .558 \\ (.497) \end{gathered}$ | $\begin{aligned} & .000 \\ & (.018) \end{aligned}$ | $\begin{aligned} & .540 \\ & (.498) \end{aligned}$ | $\begin{array}{r} .009 \\ (.015) \end{array}$ | $\begin{array}{r} .566 \\ (.496) \end{array}$ | $\begin{array}{r} .021 \\ (.023) \end{array}$ |
| Graduate of private high school | $\begin{gathered} .039 \\ (.194) \end{gathered}$ | $\begin{gathered} .000 \\ (.005) \end{gathered}$ | $\begin{aligned} & .032 \\ & (.175) \end{aligned}$ | $\begin{gathered} -.005 \\ (.006) \end{gathered}$ | $\begin{gathered} .032 \\ (.175) \end{gathered}$ | $\begin{gathered} -.006 \\ (.006) \end{gathered}$ | $\begin{gathered} .026 \\ (.160) \end{gathered}$ | $\begin{gathered} -.007 \\ (.008) \end{gathered}$ |
| High school grade point average | $\begin{aligned} & 5.787 \\ & (.369) \end{aligned}$ | $(.020$ | $\begin{aligned} & 5.842 \\ & (.361) \end{aligned}$ | $\begin{aligned} & .013 \\ & (.012) \end{aligned}$ | $\begin{aligned} & 5.796 \\ & (.372) \end{aligned}$ | $\begin{gathered} .013 \\ (.011) \end{gathered}$ | $\begin{aligned} & 5.853 \\ & (.363) \end{aligned}$ | $\begin{array}{r} .001 \\ (.015) \end{array}$ |
| $p$-value for joint significance test Number of individuals | $\begin{gathered} .265 \\ 25,709 \end{gathered}$ |  | $\begin{gathered} .473 \\ 11,635 \end{gathered}$ |  | $\begin{gathered} .621 \\ 14,718 \end{gathered}$ |  | $\begin{gathered} .495 \\ 7,348 \end{gathered}$ |  |

Notes: Each row reports the estimated jump at the cutoff for a different background variable. Estimates are obtained using local linear regressions with a bandwidth of 30 , a rectangular kernel, program-by-year and preference-type fixed effects, as well as a flexible control function allowing the slope of the running variable to vary above and below the cutoff by preference type. Standard errors are clustered at the program-by-year level and are shown in parentheses. Stars denote significance levels: $* * *$ for $p<0.01$; ** for $p<0.05 ; *$ for $p<0.10$.

Table A.4. First-stage results for applicants who enroll in teaching programs.

|  | Full sample |  | Preferred sample |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Mean <br> (1) | Jump (2) | Mean <br> (3) | Jump <br> (4) |
| A. Institutional characteristics |  |  |  |  |
| University | $\begin{array}{r} .996 \\ (.064) \end{array}$ | $\begin{array}{r} .002 \\ (.002) \end{array}$ | $\begin{array}{r} .997 \\ (.055) \end{array}$ | $\begin{aligned} & .002 \\ & (.002) \end{aligned}$ |
| Traditional university | $\begin{aligned} & .727 \\ & (.445) \end{aligned}$ | $\stackrel{.065}{(.012)^{* * *}}$ | $\begin{array}{r} .751 \\ (.432) \end{array}$ | $\underset{(.014)^{* * *}}{.058}$ |
| Accredited institution | $\begin{array}{r} .974 \\ (.158) \end{array}$ | $\underset{(.004)}{.002}$ | $\begin{array}{r} .977 \\ (.148) \end{array}$ | $\xrightarrow[(.005)]{.005}$ |
| Located in home region | $\begin{array}{r} .790 \\ (.407) \end{array}$ | $\xrightarrow[(.015)]{.018}$ | $\begin{aligned} & .760 \\ & (.427) \end{aligned}$ | $\underset{(.020)}{.030}$ |
| Average achievement test score | $\begin{gathered} 542.852 \\ (40.911) \end{gathered}$ | $\begin{gathered} 14.697 \\ (1.019)^{* * *} \end{gathered}$ | $\underset{(38.570)}{542.788}$ | $\underset{(1.277)^{* * * *}}{16.225}$ |
| Average high school grades | $\underset{(.205)}{5.844}$ | $\begin{aligned} & .069 \\ & (.005)^{* * *} \end{aligned}$ | $\underset{(.197)}{5.842}$ | $\stackrel{.076}{(.006)^{* * *}}$ |
| Share from public high school | $\begin{aligned} & .362 \\ & (.118) \end{aligned}$ | $\frac{-.012}{(.002)^{* * *}}$ | $.361$ | $\stackrel{-.016}{(.003)^{* * *}}$ |
| Share from voucher high school | $\begin{aligned} & .539 \\ & (.104) \end{aligned}$ | $\begin{gathered} -.014 \\ (.002)^{* * *} \end{gathered}$ | $.$ | $\stackrel{-.012}{(.003)^{* * *}}$ |
| Share from private high school | $\begin{array}{r} .098 \\ (.108) \end{array}$ | $\stackrel{.026}{(.003)^{* * *}}$ | $\begin{aligned} & .094 \\ & (.100) \end{aligned}$ | $\underset{(.004)^{* * *}}{.029}$ |
| B. Program characteristics |  |  |  |  |
| Accredited program | $\begin{aligned} & .622 \\ & (.485) \end{aligned}$ | $\begin{gathered} .068 \\ (.012)^{* * *} \end{gathered}$ | $\begin{aligned} & .638 \\ & (.481) \end{aligned}$ | $\stackrel{.077}{(.016)^{* * *}}$ |
| Duration of study (years) | $\underset{(.407)}{4.646}$ | $\underset{(.010)^{* *}}{.025}$ | $\underset{(.397)}{4.655}$ | $\stackrel{.036}{(.013)^{* * *}}$ |
| Average achievement test score | $\begin{gathered} 528.019 \\ (43.139) \end{gathered}$ | $\underset{(.912)^{* * *}}{14.167}$ | $\underset{(41.445)}{529.810}$ | $\underset{(1.115)^{* * *}}{16.019}$ |
| Average high school grades | $\underset{(.236)}{5.797}$ | $\underset{(.005)^{* * *}}{.075}$ | $\underset{(.229)}{5.801}$ | $\underset{(.007)^{* * *}}{.084}$ |
| Share from public high school | $\begin{array}{r} .403 \\ (.137) \end{array}$ | $\begin{gathered} -.008 \\ (.003)^{* * *} \end{gathered}$ | $\begin{aligned} & .400 \\ & (.134) \end{aligned}$ | $\frac{-.011}{(.003)^{* * *}}$ |
| Share from voucher high school | $\begin{aligned} & .547 \\ & (.120) \end{aligned}$ | $\frac{-.008}{(.003)^{* * *}}$ | $.552$ | $\begin{gathered} -.009 \\ (.003)^{* * *} \end{gathered}$ |
| Share from private high school | $\begin{aligned} & .050 \\ & (.073) \end{aligned}$ | $\stackrel{.016}{(.002)^{* * *}}$ | $\begin{array}{r} .048 \\ (.067) \end{array}$ | $\stackrel{.020}{(.003)^{* * *}}$ |
| Observations | 10,821 |  | 6,879 |  |

[^48]Table A.5. Jumps in enrollment and completion of undergraduate programs.

|  | Full sample |  | Preferred sample |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Mean <br> (1) | Jump (2) | Mean (3) | Jump (4) |
| A. Preferred teaching program |  |  |  |  |
| Immediately enrolled | $\begin{gathered} .146 \\ (.353) \end{gathered}$ | $\stackrel{.500}{(.019)^{* * *}}$ | $\begin{aligned} & .150 \\ & (.357) \end{aligned}$ | $\frac{.515}{(.022)^{* * *}}$ |
| Ever enrolled | $\begin{aligned} & .199 \\ & (.399) \end{aligned}$ | $\stackrel{.465}{(.018)^{* * *}}$ | $\begin{aligned} & .195 \\ & (.396) \end{aligned}$ | $.$ |
| Earned degree | $\begin{aligned} & .115 \\ & (.319) \end{aligned}$ | $\stackrel{.290}{(.013)^{* * *}}$ | $\begin{aligned} & .111 \\ & (.315) \end{aligned}$ | $\begin{gathered} .304 \\ (.016)^{* * *} \end{gathered}$ |
| B. Preferred teaching field Immediately enrolled | $\begin{gathered} .423 \\ (.494) \end{gathered}$ | $\begin{gathered} .293 \\ (.017)^{* * *} \end{gathered}$ | $\begin{aligned} & .515 \\ & (.500) \end{aligned}$ | $\underset{(.021)^{* * *}}{.213}$ |
| Ever enrolled | $\begin{aligned} & .516 \\ & (.500) \end{aligned}$ | $\stackrel{.256}{(.016)^{* * *}}$ | $\begin{gathered} .604 \\ (.489) \end{gathered}$ | $\begin{gathered} .187 \\ (.019)^{* * *} \end{gathered}$ |
| Earned degree | $\begin{aligned} & .305 \\ & (.460) \end{aligned}$ | $\stackrel{.162}{(.013)^{* * *}}$ | $\begin{gathered} .355 \\ (.478) \end{gathered}$ | $\underset{(.017)^{* * *}}{.128}$ |
| C. Any teaching program |  |  |  |  |
| Immediately enrolled | $\begin{aligned} & .528 \\ & (.499) \end{aligned}$ | $\begin{gathered} .199 \\ (.015)^{* * *} \end{gathered}$ | $\begin{gathered} .663 \\ (.473) \end{gathered}$ | $\begin{gathered} .064 \\ (.018)^{* * *} \end{gathered}$ |
| Ever enrolled | $\begin{gathered} .639 \\ \hline \end{gathered} .$ | $\underset{(.014)^{* * *}}{.167}$ | $\begin{aligned} & .766 \\ & (.423) \end{aligned}$ | $\begin{gathered} .058 \\ (.016)^{* * *} \end{gathered}$ |
| Earned degree | $\begin{gathered} .399 \\ \hline(.490) \end{gathered}$ | $\underset{(.012)^{* * *}}{.112}$ | $\begin{gathered} .481 \\ (.500) \end{gathered}$ | $\begin{gathered} .044 \\ (.016)^{* * *} \end{gathered}$ |
| D. Any undergraduate program |  |  |  |  |
| Immediately enrolled | $\begin{aligned} & .817 \\ & (.387) \end{aligned}$ | $\stackrel{.045}{(.011)^{* * *}}$ | $\begin{aligned} & .824 \\ & (.381) \end{aligned}$ | $\stackrel{.024}{(.014)^{*}}$ |
| Ever enrolled | $\begin{gathered} .971 \\ (.167) \end{gathered}$ | $\stackrel{.009}{(.005)^{* *}}$ | $\begin{gathered} 973 \\ (.163) \end{gathered}$ | $\begin{aligned} & .009 \\ & (.006) \end{aligned}$ |
| Earned degree | $\begin{aligned} & .686 \\ & (.464) \end{aligned}$ | $\begin{gathered} .024 \\ (.011)^{* *} \end{gathered}$ | $\begin{gathered} .693 \\ (.461) \end{gathered}$ | $\begin{gathered} .030 \\ (.015)^{* *} \end{gathered}$ |
| Observations (enrollment outcomes) | 14,553 |  | 8,355 |  |
| Observations (degree outcomes) | 25,709 |  | 14,718 |  |

Notes: Due to data limitations, the "ever enrolled" outcome and "immediately enrolled" outcome (i.e., enrollment in the year of first application) include application cohorts 2007-2010, whereas the completion outcomes also include cohorts 2004-2006. All estimates are obtained using local linear regressions with a rectangular kernel and a bandwidth of 30 . The regression specifications include program-by-year and preference-type fixed effects, as well as a flexible control function that allows the slope of the running variable to vary above and below the cutoff for each different preference type. Standard errors are clustered at the program-by-year level and are shown in parentheses. Significance levels are denoted with stars: ${ }^{* * *}$ for $p$-value $<0.01$; ** for $p<0.05$; * for $p<0.10$.

Table A.6. Specification checks for the preferred sample.

|  | (1) | (2) | (3) | (4) | (5) | (6) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A. Selection into teaching |  |  |  |  |  |  |
| Hold a teaching title | $\underset{(.016)^{* * *}}{.043}$ | $\underset{(.016)^{* * *}}{.044}$ | $\underset{(.016)^{* * *}}{.044}$ | $\underset{(.016)^{* * *}}{.042}$ | $\stackrel{.043}{(.018)^{* *}}$ | $\underset{(.012)^{* * *}}{.037}$ |
| Work as a teacher | $\begin{aligned} & .009 \\ & (.016) \end{aligned}$ | $\begin{aligned} & .015 \\ & (.016) \end{aligned}$ | $\begin{array}{r} .015 \\ (.016) \end{array}$ | $\begin{array}{r} .013 \\ (.016) \end{array}$ | $\begin{aligned} & .021 \\ & (.017) \end{aligned}$ | $\begin{aligned} & .018 \\ & (.013) \end{aligned}$ |
| B. Sorting by school sector |  |  |  |  |  |  |
| Work in a public school | $\begin{gathered} -.059 \\ (.022)^{* * *} \end{gathered}$ | $\begin{gathered} -.065 \\ (.023)^{* * *} \end{gathered}$ | $\begin{gathered} -.065 \\ (.023)^{* * *} \end{gathered}$ | $\begin{aligned} & -.068 \\ & (.022)^{* * *} \end{aligned}$ | $\begin{gathered} -.058 \\ (.024)^{* *} \end{gathered}$ | $\begin{aligned} & -.037 \\ & (.018)^{* *} \end{aligned}$ |
| Work in a voucher school | $\stackrel{.057}{(.023)^{* *}}$ | $\underset{(.024)^{* *}}{.056}$ | $\underset{(.024)^{* *}}{.057}$ | $\underset{(.024)^{* *}}{.059}$ | $\begin{aligned} & .041 \\ & (.026) \end{aligned}$ | $\begin{gathered} .035 \\ (.019)^{*} \end{gathered}$ |
| Work in a private school | $\begin{aligned} & .004 \\ & (.012) \end{aligned}$ | $\begin{aligned} & .009 \\ & (.012) \end{aligned}$ | $\begin{aligned} & .009 \\ & (.012) \end{aligned}$ | $\text { . } 009$ | $\begin{aligned} & .017 \\ & (.013) \end{aligned}$ | $.003$ |
| C. Sorting by student background Work in a low SES school | $\begin{gathered} -.028 \\ (.022) \end{gathered}$ | $\begin{gathered} -.033 \\ (.023) \end{gathered}$ | $\begin{gathered} -.033 \\ (.023) \end{gathered}$ | $\begin{gathered} -.033 \\ (.023) \end{gathered}$ | $\begin{gathered} -.028 \\ (.024) \end{gathered}$ | $\begin{gathered} -.004 \\ (.018) \end{gathered}$ |
| Work in a medium SES school | $\begin{aligned} & .024 \\ & (.021) \end{aligned}$ | $\begin{gathered} .037 \\ (.022)^{*} \end{gathered}$ | $\begin{gathered} .037 \\ (.022)^{*} \end{gathered}$ | $\begin{gathered} .037 \\ (.022)^{*} \end{gathered}$ | $\begin{aligned} & .020 \\ & (.023) \end{aligned}$ | $\begin{aligned} & .003 \\ & .(.017) \end{aligned}$ |
| Work in a high SES school | $\begin{aligned} & .004 \\ & (.019) \end{aligned}$ | $\begin{gathered} -.002 \\ (.020) \end{gathered}$ | $\begin{gathered} -.002 \\ (.020) \end{gathered}$ | $\begin{gathered} -.001 \\ (.020) \end{gathered}$ | $\begin{aligned} & .014 \\ & (.022) \end{aligned}$ | $\begin{aligned} & .001 \\ & (.016) \end{aligned}$ |
| D. Sorting by region |  |  |  |  |  |  |
| Work in a rural school | $\begin{aligned} & -.026 \\ & (.014)^{*} \end{aligned}$ | $\begin{gathered} -.022 \\ (.014) \end{gathered}$ | $\begin{gathered} -.023 \\ (.014) \end{gathered}$ | $\begin{aligned} & -.023 \\ & (.014)^{*} \end{aligned}$ | $\begin{aligned} & -.025 \\ & (.015)^{*} \end{aligned}$ | $\begin{gathered} -.013 \\ (.012) \end{gathered}$ |
| Work in an urban school | $\xrightarrow[(.013)^{* *}]{(032}$ | $\underset{(.014)^{* *}}{.028}$ | $\underset{(.014)^{* *}}{.028}$ | $\underset{(.014)^{* *}}{.029}$ | $\underset{(.014)^{* *}}{.028}$ | $\underset{(.011)^{* *}}{.026}$ |
| Work in home province | $\begin{gathered} -.026 \\ (.020) \end{gathered}$ | $\begin{gathered} -.016 \\ (.021) \end{gathered}$ | $\begin{gathered} -.016 \\ (.021) \end{gathered}$ | $\begin{gathered} -.017 \\ (.021) \end{gathered}$ | $\begin{gathered} -.009 \\ (.023) \end{gathered}$ | $\begin{gathered} -.003 \\ (.017) \end{gathered}$ |
| Work in other province | $\begin{array}{r} .030 \\ (.020) \end{array}$ | $\begin{array}{r} .021 \\ (.021) \end{array}$ | $\underset{(.021)}{.020}$ | $\underset{(.021)}{.} 021$ | $\begin{aligned} & .014 \\ & (.023) \end{aligned}$ | $\begin{aligned} & .006 \\ & (.017) \end{aligned}$ |
| Regression specification |  |  |  |  |  |  |
| Local linear regression | X | X | X | X | X | - |
| Polynomial order | - | - | - | - | - | 2nd |
| Program-by-year fixed effects | - | X | X | X | X | X |
| Preference type fixed effects | - | - | X | X | X | X |
| Preference type $\times$ control function | - | - | X | X | X | X |
| Additional covariates | - | - | - | X | X | - |
| Rectangular kernel | X | X | X | X | - | X |
| Triangular kernel | - | - | - | - | X |  |
| Observations (panel A) | 14,718 | 14,718 | 14,718 | 14,718 | 14,718 | 31,730 |
| Observations (panel B-D) | 7,348 | 7,348 | 7,348 | 7,348 | 7,348 | 14,511 |

Notes: The baseline estimates are reported in column 3 for ease of comparison. The additional covariates in column 4 include age, gender, an indicator for high household income, and dummies for home region. Standard errors are clustered at the program-by-year level and shown in parentheses. Significance levels are denoted with stars: ${ }^{* * *}$ for $p$-value $<0.01$; ** for $p<0.05$; * for $p<0.10$

Table A.7. Sensitivity of the preferred estimates to different sample restrictions.

|  | $\begin{gathered} \text { Main } \\ \text { est. } \\ \hline(1) \end{gathered}$ | Excl. obs w/in xpts of cutoff |  |  | Excl. re-takes |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $x=0$ | $x=1$ | $x=2$ |  |
|  |  | (2) | (3) | (4) | (5) |
| A. Selection into teaching |  |  |  |  |  |
| Hold a teaching title | $\underset{(.016)^{* * *}}{.044}$ | $\stackrel{.046}{(.017)^{* * *}}$ | $\underset{(.018)^{* *}}{.038}$ | $.038$ | $\underset{(.021)^{*}}{.036}$ |
| Work as a teacher | $\begin{array}{r} .015 \\ (.016) \end{array}$ | $\begin{aligned} & .015 \\ & (.017) \end{aligned}$ | $\underset{(.019)}{.015}$ | $\begin{aligned} & .013 \\ & (.020) \end{aligned}$ | $\begin{array}{r} .012 \\ (.021) \end{array}$ |
| B. Sorting by school sector |  |  |  |  |  |
| Work in a public school | $\stackrel{-.065}{(.023)^{* * *}}$ | $\stackrel{-.065}{(.023)^{* * *}}$ | $\begin{gathered} -.064 \\ (.025)^{* *} \end{gathered}$ | $\stackrel{-.085}{(.027)^{* * *}}$ | $\frac{-.078}{(.028)^{* * *}}$ |
| Work in a voucher school | $\underset{(.024)^{* *}}{.057}$ | $\underset{(.025)^{* *}}{.054}$ | $\begin{gathered} .047 \\ (.026)^{*} \end{gathered}$ | $\underset{(.028)^{* * *}}{.072}$ | $\underset{(.029)^{* *}}{.072}$ |
| Work in a private school | $\begin{array}{r} .009 \\ (.012) \end{array}$ | $\begin{array}{r} .009 \\ (.012) \end{array}$ | $\begin{aligned} & .013 \\ & (.014) \end{aligned}$ | $\underset{(.015)}{.011}$ | $\begin{array}{r} .016 \\ (.015) \end{array}$ |
| C. Sorting by student background |  |  |  |  |  |
| Work in a low SES school | $\begin{aligned} & -.033 \\ & (.023) \end{aligned}$ | $\stackrel{-.038}{(.023)^{*}}$ | $\begin{aligned} & -.042 \\ & (.026) \end{aligned}$ | $\stackrel{-.060}{(.027)^{* *}}$ | $\begin{gathered} -.040 \\ (.029) \end{gathered}$ |
| Work in a medium SES school | $\underset{(.022)^{*}}{.037}$ | $\underset{(.023)^{*}}{.043}$ | $\begin{gathered} .049 \\ (.025)^{*} \end{gathered}$ | $\underset{(.027)^{* * *}}{.073}$ | $\begin{array}{r} .038 \\ (.029) \end{array}$ |
| Work in a high SES school | $\begin{aligned} & -.002 \\ & (.020) \end{aligned}$ | $\begin{aligned} & -.003 \\ & (.020) \end{aligned}$ | $\begin{aligned} & -.011 \\ & (.021) \end{aligned}$ | $\begin{aligned} & -.016 \\ & (.023) \end{aligned}$ | $\begin{array}{r} .018 \\ (.025) \end{array}$ |
| D. Sorting by region |  |  |  |  |  |
| Work in a rural school | $\begin{aligned} & -.023 \\ & (.014) \end{aligned}$ | $\stackrel{-.024}{(.014)^{*}}$ | $\begin{aligned} & -.026 \\ & (.016)^{*} \end{aligned}$ | $\begin{array}{r} -.023 \\ (.016) \end{array}$ | $\begin{aligned} & -.026 \\ & (.017) \end{aligned}$ |
| Work in an urban school | $\underset{(.014)^{* *}}{.028}$ | $\underset{(.014)^{* *}}{.028}$ | $\underset{(.015)^{*}}{.029}$ | $\stackrel{.029}{(.016)^{*}}$ | $\underset{(.016)^{* *}}{.033}$ |
| Work in home province | $\begin{aligned} & -.016 \\ & (.0211) \end{aligned}$ | $\begin{aligned} & -.008 \\ & (.022) \end{aligned}$ | $\begin{aligned} & -.013 \\ & (.023) \end{aligned}$ | $\begin{array}{r} -.019 \\ (.025) \end{array}$ | $\begin{aligned} & -.019 \\ & (.027) \end{aligned}$ |
| Work in other province | $\underset{(.021)}{.020}$ | $\begin{aligned} & .013 \\ & (.022) \end{aligned}$ | $\begin{array}{r} .017 \\ (.024) \end{array}$ | $\underset{(.025)}{.022}$ | $\begin{aligned} & .023 \\ & (.027) \end{aligned}$ |
| Observations (panel A) | 14,718 | 14,547 | 14,033 | 13,536 | 9,833 |
| Observations (panel B-D) | 7,348 | 7,257 | 6,991 | 6,724 | 4,917 |

Notes: Column 1 replicates the baseline results to facilitate comparison with estimates in the other columns. Columns 2 through 4 perform donut RD, excluding points right on the cutoff, within one point of the cutoff, and within two points of the cutoff respectively. In column 5, the sample is restricted to people who submitted their first application in the same year that they first wrote the entrance exam. All estimates are obtained using local linear regression with a rectangular kernel and a bandwidth of 30 . Standard errors are clustered at the program-by-year level and are shown in parentheses. Significance levels are denoted with stars: ${ }^{* * *}$ for $p$-value $<0.01$; ** for $p<0.05$; * for $p<0.10$.

Table A.8. Sensitivity of the preferred estimates to definition of the outcomes.

|  | Any workplace |  | Primary workplace |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Mean <br> (1) | RF <br> (2) | Mean <br> (3) | RF <br> (4) |
| A. Selection into teaching |  |  |  |  |
| Work as a teacher | $\begin{aligned} & .462 \\ & (.499) \end{aligned}$ | $\begin{aligned} & .015 \\ & (.016) \end{aligned}$ | $\begin{aligned} & .462 \\ & (.499) \end{aligned}$ | $\begin{aligned} & .015 \\ & (.016) \end{aligned}$ |
| B. Sorting by school sector |  |  |  |  |
| Work in a public school | $\begin{aligned} & .364 \\ & (.481) \end{aligned}$ | $\begin{gathered} -.065 \\ (.023)^{* * *} \end{gathered}$ | $\begin{aligned} & .355 \\ & (.479) \end{aligned}$ | $\begin{aligned} & -.062 \\ & (.023)^{* * *} \end{aligned}$ |
| Work in a voucher school | $\begin{aligned} & .597 \\ & (.491) \end{aligned}$ | $\begin{gathered} .057 \\ (.024)^{* *} \end{gathered}$ | $\begin{aligned} & .586 \\ & (.493) \end{aligned}$ | $\underset{(.024)^{* *}}{.056}$ |
| Work in a private school | $\begin{aligned} & .061 \\ & (.239) \end{aligned}$ | $\begin{aligned} & .009 \\ & (.012) \end{aligned}$ | $\begin{aligned} & .058 \\ & (.234) \end{aligned}$ | $\begin{aligned} & .005 \\ & (.012) \end{aligned}$ |
| C. Sorting by student background |  |  |  |  |
| Work in a low SES school | $\begin{aligned} & .462 \\ & (.499) \end{aligned}$ | $\begin{aligned} & -.033 \\ & (.023) \end{aligned}$ | $\begin{aligned} & .451 \\ & (.498) \end{aligned}$ | $\begin{aligned} & -.036 \\ & (.023) \end{aligned}$ |
| Work in a medium SES school | $\begin{aligned} & .333 \\ & (.471) \end{aligned}$ | $\begin{gathered} .037 \\ (.022)^{*} \end{gathered}$ | $\begin{aligned} & .320 \\ & (.466) \end{aligned}$ | $.$ |
| Work in a high SES school | $\begin{aligned} & .236 \\ & (.425) \end{aligned}$ | $\begin{aligned} & -.002 \\ & (.020) \end{aligned}$ | $\begin{aligned} & .229 \\ & (.420) \end{aligned}$ | $\begin{aligned} & -.004 \\ & (.019) \end{aligned}$ |
| D. Sorting by region |  |  |  |  |
| Work in a rural school | $\begin{aligned} & .106 \\ & (.308) \end{aligned}$ | $\begin{aligned} & -.023 \\ & (.014) \end{aligned}$ | $\begin{aligned} & .100 \\ & (.300) \end{aligned}$ | $\begin{aligned} & -.025 \\ & (.014)^{*} \end{aligned}$ |
| Work in an urban school | $\begin{aligned} & .903 \\ & (.296) \end{aligned}$ | $\begin{gathered} .028 \\ (.014)^{* *} \end{gathered}$ | $\begin{aligned} & .900 \\ & (.300) \end{aligned}$ | $\stackrel{.025}{(.014)^{*}}$ |
| Work in home province | $\begin{aligned} & .704 \\ & (.456) \end{aligned}$ | $\begin{aligned} & -.016 \\ & (.021) \end{aligned}$ | $\begin{aligned} & .701 \\ & (.458) \end{aligned}$ | $\begin{aligned} & -.023 \\ & (.021) \end{aligned}$ |
| Work in other province | $\begin{aligned} & .302 \\ & (.459) \end{aligned}$ | $\begin{aligned} & .020 \\ & (.021) \end{aligned}$ | $\begin{aligned} & .299 \\ & (.458) \end{aligned}$ | $\begin{aligned} & .023 \\ & (.021) \end{aligned}$ |
| Observations (panel A) | 14,718 |  | 14,718 |  |
| Observations (panel B-D) | 7,348 |  | 7,348 |  |

Notes: The baseline results are replicated here in column 2 to facilitate comparison with estimates in column 4. In column 4, the characteristics of the primary workplace (i.e., where the individual is contracted to work the most hours) are used to define the probabilities. All estimates are obtained using local linear regression with a rectangular kernel and a bandwidth of 30 . The regressions include program-by-year fixed effects and preference-type fixed effects. Standard errors are clustered at the program-by-year level and are shown in parentheses. Significance levels are denoted with stars: $* * *$ for $p$-value $<0.01$; $* *$ for $p<0.05 ; *$ for $p<0.10$.

Table A.9. Composite measure of school vulnerability.

| Component | Score coefficient |
| :--- | :---: |
| Hours worked in public school | 0.601 |
| Hours worked in low SES school | 0.629 |
| Hours worked in rural school | 0.487 |
|  |  |
| Eigenvalue | 1.812 |
| Share of explained variation | 0.604 |
| Cronbach's alpha (reliability) | 0.667 |
| Notes: This table reports the score coefficients used to construct the school vulnera- |  |
| bility index. |  | bility index.

Table A.10. Results for composite index and continuous measure of urbanicity.

|  | Mean <br> $(1)$ | Jump <br> $(2)$ |
| :--- | :---: | :---: |
| Composite vulnerability index | -.020 | -.124 |
|  | $(.998)$ | $(.047)^{* * *}$ |
| Log density of school commune | 5.629 | .259 |
|  | $(2.336)$ | $(.090)^{* * *}$ |
| Observations | 7,348 |  |

Notes: This table reports two different reduced-form estimates for the preferred sample. In the first row, the outcome is the composite vulnerability index constructed by Principal Component Analysis. In the second row, the outcome is the log population density of the commune where the school is located. Standard errors are clustered at the program-by-year level and are shown in parentheses. Significance levels are denoted with stars: ${ }^{* * *}$ for $p$-value $<0.01 ; * *$ for $p<0.05$; * for $p<0.10$.
Table A.11. Heterogeneity analysis for above versus below median quality programs.

|  | Above median quality |  |  | Below median quality |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | RF | SS | Mean | RF | SS |
|  | $(1)$ | $(2)$ | $(3)$ | $(4)$ | $(5)$ | $(6)$ |
| A. Selection into teaching |  |  |  |  |  |  |
| Hold a teaching title | .499 | .043 | - | .437 | .047 | - |
|  | $(.500)$ | $(.020)^{* *}$ |  | $(.496)$ | $(.027)^{*}$ |  |
| Work as a teacher | .473 | .018 | .050 | .435 | .013 | .072 |
|  | $(.499)$ | $(.020)$ | $(.054)$ | $(.496)$ | $(.028)$ | $(.149)$ |
| B. Sorting by school sector |  |  |  |  |  |  |
| Work in a public school | .333 | -.076 | -.143 | .449 | -.039 | -.157 |
|  | $(.471)$ | $(.027)^{* * *}$ | $(.051)^{* * *}$ | $(.498)$ | $(.042)$ | $(.166)$ |
| Work in a voucher school | .618 | .063 | .117 | .540 | .043 | .171 |
|  | $(.486)$ | $(.028)^{* *}$ | $(.053)^{* *}$ | $(.499)$ | $(.044)$ | $(.175)$ |
| Work in a private school | .072 | .018 | .034 | .031 | -.008 | -.033 |
|  | $(.258)$ | $(.016)$ | $(.030)$ | $(.172)$ | $(.016)$ | $(.063)$ |
| C. Sorting by student background |  |  |  |  |  |  |
| Work in a low SES school | .421 | -.037 | -.069 | .574 | -.021 | -.085 |
|  | $(.494)$ | $(.028)$ | $(.052)$ | $(.495)$ | $(.039)$ | $(.158)$ |
| Work in a medium SES school | .347 | .036 | .067 | .295 | .036 | .146 |
|  | $(.476)$ | $(.028)$ | $(.053)$ | $(.456)$ | $(.036)$ | $(.144)$ |
| Work in a high SES school | .263 | .002 | .004 | .162 | -.009 | -.035 |
|  | $(.440)$ | $(.025)$ | $(.047)$ | $(.369)$ | $(.030)$ | $(.122)$ |

[^49]Table A. 11 (continued). Heterogeneity analysis for above versus below median quality programs.

|  | Above median quality |  |  | Below median quality |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean (1) | RF <br> (2) | $\begin{aligned} & \mathrm{SS} \\ & (3) \end{aligned}$ | Mean <br> (4) | RF <br> (5) | $\begin{aligned} & \text { SS } \\ & \text { (6) } \end{aligned}$ |
| D. Sorting by region |  |  |  |  |  |  |
| Work in a rural school | $\begin{aligned} & .085 \\ & (.278) \end{aligned}$ | $\begin{gathered} -.029 \\ (.015)^{*} \end{gathered}$ | $\begin{aligned} & -.054 \\ & (.028)^{*} \end{aligned}$ | $\begin{aligned} & .166 \\ & (.372) \end{aligned}$ | $\begin{aligned} & -.007 \\ & (.031) \end{aligned}$ | $\begin{aligned} & -.027 \\ & (.126) \end{aligned}$ |
| Work in an urban school | $\begin{aligned} & .925 \\ & (.264) \end{aligned}$ | $\begin{gathered} .027 \\ (.015)^{*} \end{gathered}$ | $\begin{gathered} .051 \\ (.027)^{*} \end{gathered}$ | $\begin{aligned} & .844 \\ & (.363) \end{aligned}$ | $\begin{aligned} & .028 \\ & (.029) \end{aligned}$ | $\begin{aligned} & .112 \\ & (.118) \end{aligned}$ |
| Work in home province | $\begin{aligned} & .698 \\ & (.459) \end{aligned}$ | $\begin{aligned} & -.028 \\ & (.026) \end{aligned}$ | $\begin{gathered} -.052 \\ (.048) \end{gathered}$ | $\begin{aligned} & .722 \\ & (.448) \end{aligned}$ | $\begin{aligned} & .016 \\ & (.038) \end{aligned}$ | $\begin{aligned} & .066 \\ & (.154) \end{aligned}$ |
| Work in other province | $\begin{aligned} & .309 \\ & (.462) \end{aligned}$ | $\begin{aligned} & .034 \\ & (.026) \end{aligned}$ | $\begin{aligned} & .064 \\ & (.048) \end{aligned}$ | $\begin{aligned} & .283 \\ & (.451) \end{aligned}$ | $\begin{gathered} -.014 \\ (.038) \end{gathered}$ | $\begin{aligned} & -.057 \\ & (.155) \end{aligned}$ |
| First-stage $F$-stat (panel A) |  | 620.796 |  |  | 59.615 |  |
| First-stage $F$-stat (panel B-D) |  | 770.732 |  |  | 57.934 |  |
| Observations (panel A) |  | 10,078 |  |  | 4,460 |  |
| Observations (panel B-D) |  | 5,100 |  |  | 2,248 |  |

Notes: This table reports the main RD results for two sub-samples of the preferred sample: applicants whose top teaching program is above- versus below-median quality in their admission year. Each row focuses on a different labor market outcome. Columns labeled "RF" report reduced-form estimates of the effect of getting admitted to the most-preferred teaching program. Columns labeled "SS" report second-stage estimates in which completing the most-preferred teaching program is instrumented with distance to the admission cutoff for that program. All estimates are obtained using local linear regressions with a rectangular kernel and a bandwidth of 30 . The regression specifications include program-by-year and preference-type fixed effects, as well as a flexible control function in which the slope of the running variable is allowed to vary above and below the cutoff by preference type. Robust standard errors are shown in parentheses. Significance levels are denoted with stars: $* * *$ for $p$-value $<0.01$; $* *$ for $p<0.05$; * for $p<0.10$.
Table A.12. Heterogeneity analysis by type of high school attended.

|  | Graduate of public high school |  |  | Graduate of other high school |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean <br> (1) | RF <br> (2) | SS <br> (3) | Mean <br> (4) | RF <br> (5) | SS <br> (6) |
| A. Selection into teaching Hold a teaching title | $\begin{aligned} & .453 \\ & (.498) \end{aligned}$ | $\begin{aligned} & .023 \\ & (.025) \end{aligned}$ | - | $\begin{aligned} & .502 \\ & (.500) \end{aligned}$ | $\begin{gathered} .047 \\ (.022)^{* *} \end{gathered}$ | - |
| Work as a teacher | $\begin{aligned} & .439 \\ & (.496) \end{aligned}$ | $\begin{gathered} -.003 \\ (.025) \end{gathered}$ | $\begin{gathered} -.011 \\ (.086) \end{gathered}$ | $\begin{aligned} & .479 \\ & (.500) \end{aligned}$ | $\begin{aligned} & .020 \\ & (.022) \end{aligned}$ | $\begin{aligned} & .065 \\ & (.069) \end{aligned}$ |
| B. Sorting by school sector Work in a public school | $\begin{aligned} & .447 \\ & (.497) \end{aligned}$ | $\begin{gathered} -.037 \\ (.040) \end{gathered}$ | $\begin{gathered} -.080 \\ (.083) \end{gathered}$ | $\begin{aligned} & .307 \\ & (.461) \end{aligned}$ | $\begin{aligned} & -.052 \\ & (.030)^{*} \end{aligned}$ | $\begin{aligned} & -.110 \\ & (.062)^{*} \end{aligned}$ |
| Work in a voucher school | $\begin{aligned} & .525 \\ & (.500) \end{aligned}$ | $\begin{aligned} & .007 \\ & (.041) \end{aligned}$ | $\begin{aligned} & .015 \\ & (.084) \end{aligned}$ | $\begin{aligned} & .647 \\ & (.478) \end{aligned}$ | $\stackrel{.065}{(.032)^{* *}}$ | $\begin{gathered} .139 \\ (.066)^{* *} \end{gathered}$ |
| Work in a private school | $\begin{aligned} & .048 \\ & (.215) \end{aligned}$ | $\begin{gathered} .031 \\ (.018)^{*} \end{gathered}$ | $\begin{gathered} .067 \\ (.037)^{*} \end{gathered}$ | $\begin{aligned} & .069 \\ & (.254) \end{aligned}$ | $\begin{gathered} -.006 \\ \hline(.018) \end{gathered}$ | $\begin{gathered} -.013 \\ (.037) \end{gathered}$ |
| C. Sorting by student background Work in a low SES school | $\begin{aligned} & .530 \\ & (.499) \end{aligned}$ | $\begin{gathered} -.039 \\ (.039) \end{gathered}$ | $\begin{gathered} -.084 \\ (.082) \end{gathered}$ | $\begin{aligned} & .415 \\ & (.493) \end{aligned}$ | $\begin{aligned} & -.029 \\ & (.032) \end{aligned}$ | $\begin{gathered} -.063 \\ (.066) \end{gathered}$ |
| Work in a medium SES school | $\begin{aligned} & .300 \\ & (.458) \end{aligned}$ | $\begin{gathered} -.005 \\ (.037) \end{gathered}$ | $\begin{gathered} -.010 \\ (.077) \end{gathered}$ | $\begin{aligned} & .356 \\ & (.479) \end{aligned}$ | $\begin{gathered} .061 \\ (.032)^{*} \end{gathered}$ | $\underset{(.067)^{*}}{.} 130$ |
| Work in a high SES school | $\begin{aligned} & .196 \\ & (.397) \end{aligned}$ | $\begin{aligned} & .044 \\ & (.032) \end{aligned}$ | $\begin{aligned} & .093 \\ & (.066) \end{aligned}$ | $\begin{aligned} & .263 \\ & (.441) \end{aligned}$ | $\begin{aligned} & -.024 \\ & (.030) \end{aligned}$ | $\begin{gathered} -.051 \\ (.061) \end{gathered}$ |

[^50]Table A. 12 (continued). Heterogeneity analysis by type of high school attended.

|  | Graduate of public high school |  |  | Graduate of other high school |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean <br> (1) | RF <br> (2) | SS <br> (3) | Mean <br> (4) | RF <br> (5) | SS <br> (6) |
| D. Sorting by region |  |  |  |  |  |  |
| Work in a rural school | $\begin{aligned} & .135 \\ & (.342) \end{aligned}$ | $\begin{gathered} -.015 \\ (.027) \end{gathered}$ | $\begin{gathered} -.033 \\ (.056) \end{gathered}$ | $\begin{aligned} & .087 \\ & (.281) \end{aligned}$ | $\begin{gathered} -.019 \\ (.019) \end{gathered}$ | $\begin{gathered} -.040 \\ (.039) \end{gathered}$ |
| Work in an urban school | $\begin{aligned} & .878 \\ & (.327) \end{aligned}$ | $\begin{aligned} & .024 \\ & (.026) \end{aligned}$ | $\begin{aligned} & .051 \\ & (.053) \end{aligned}$ | $\begin{aligned} & .921 \\ & (.270) \end{aligned}$ | $\begin{aligned} & .027 \\ & (.018) \end{aligned}$ | $\begin{aligned} & .057 \\ & (.037) \end{aligned}$ |
| Work in home province | $\begin{aligned} & .694 \\ & (.461) \end{aligned}$ | $\begin{aligned} & .015 \\ & (.037) \end{aligned}$ | $\begin{aligned} & .032 \\ & (.078) \end{aligned}$ | $\begin{aligned} & .711 \\ & (.453) \end{aligned}$ | $\begin{aligned} & -.027 \\ & (.030) \end{aligned}$ | $\begin{aligned} & -.057 \\ & (.063) \end{aligned}$ |
| Work in other province | $\begin{aligned} & .310 \\ & (.463) \end{aligned}$ | $\begin{aligned} & -.006 \\ & (.037) \end{aligned}$ | $\begin{gathered} -.012 \\ (.078) \end{gathered}$ | $\begin{aligned} & .296 \\ & (.457) \end{aligned}$ | $\begin{aligned} & .029 \\ & (.031) \end{aligned}$ | $\begin{aligned} & .061 \\ & (.063) \end{aligned}$ |
| First-stage $F$-stat (panel A) |  | 428.126 |  |  | 351.336 |  |
| First-stage $F$-stat (panel B-D) |  | 378.249 |  |  | 442.488 |  |
| Observations (panel A) |  | 6,375 |  |  | 8,352 |  |
| Observations (panel B-D) |  | 3,077 |  |  | 4,324 |  |

Notes: This table reports the main RD results for two subsamples of the preferred sample: applicants who graduated from a public high school versus a voucher or private high school. Each row focuses on a different labor market outcome. All estimates are obtained using local linear regressions with a rectangular kernel and a bandwidth of 30 . The regression specifications include program-by-year and preference-type fixed effects, as well as a flexible control function in which the slope of the running variable is allowed to vary above and below the cutoff for each different preference type. Standard errors are clustered at the program-by-year level and are shown in parentheses. Significance levels are denoted with stars: ${ }^{* * *}$ for $p$-value $<0.01$; ${ }^{* *}$ for $p<0.05$; for $p<0.10$.
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[^0]:    ${ }^{1}$ For readers who have not sat through an Econometrics 101 class, the usual lesson goes something like this: Correlation does not imply causation! Individuals who complete more years of schooling probably differ in other important ways that improve their employment outcomes-for example, their level of motivation or ambition.

[^1]:    ${ }^{2}$ There may still be direct administrative costs or indirect costs in terms of unintended side effects.

[^2]:    Acknowledgments: I would like to thank Helena Holmlund and Peter Fredriksson for their guidance on this paper. I am also thankful for helpful feedback from Alexander Willén, Björn Öckert, Raoul van Maarseveen, Cristina Bratu, Jonathan Stråle, Yoko Okuyama, and members of the Uppsala Labor Group.

[^3]:    ${ }^{1}$ See, e.g., Hedges et al. (2016) and Jackson (2020) for an overview.
    ${ }^{2}$ Gneezy et al. (2011) provides a good review of the literature.
    ${ }^{3}$ Tracks can be academic (e.g., the social sciences program or the natural sciences program) or vocational (e.g., the construction program or the handicraft program).

[^4]:    ${ }^{4}$ I do not perform the bunching analysis for English and Swedish because there are only letter grades for these exams, and the bunching analysis exploits grade cutoffs in the distribution of numerical test scores.

[^5]:    ${ }^{5}$ For example, students now receive grades for the first time at an earlier age, and these grades are assigned on a different scale.

[^6]:    ${ }^{6}$ The official requirement was that the grades two and four should be more common than the grades one and five. The approximation to a normal distribution was supposed to hold at the national level, though some teachers assumed it should apply at the local level (Skolverket, 2005).
    ${ }^{7}$ Through the 1999/2000 school year, the official guidelines only outlined the criteria for grades of Pass and Pass with Distinction. From the 2000/01 school year onward, the National Agency for Education also provided criteria for the highest grade, Pass with High Distinction.
    ${ }^{8}$ I do not make this restriction in my main analysis, because doing so would leave me with only two pre-reform years to investigate parallel trends.
    ${ }^{9}$ The content of the test and the grading criteria were still under development and therefore changed during the trial period. The test was revised by pedagogical experts based on feedback from teachers.

[^7]:    ${ }^{10}$ Since the 1997/98 school year, a student must receive a passing grade in math, English, and Swedish to successfully complete compulsory school.
    ${ }^{11}$ Gymnasieförordning, 1992:394, 6 kap. Behörighet, urval och förfarandet vid antagning [High school ordinance, 1992:394, chapter 6. Eligibility, selection and the admission procedure].

[^8]:    ${ }^{12} \mathrm{An}$ important part of the reform was that high schools were supposed to develop a particular profile, i.e., they had to specialize in a small number of tracks. The pro-reform coalition argued that the more profiled a high school was, the less that proximity-based admissions made sense. This was the motivation for the full switch to grades-based admissions.

[^9]:    ${ }^{13}$ An exception is when the track was offered at only one school: in that case, admission to a track implies admission to the school.
    ${ }^{14}$ See e.g., Black (1999), Figlio and Lucas (2004), and Burgess et al. (2019) for evidence that parents value school quality and school choice.

[^10]:    ${ }^{15}$ Given the evidence that parents care about what school their child attends (see previous footnote), the parents themselves could also put pressure on the teachers to inflate grades.

[^11]:    ${ }^{16}$ The results are robust to other ways of normalizing the outcome, such as percentile ranking by graduation cohort or standardizing with respect to the GPA distribution in the non-treated regions. These results are available upon request.
    ${ }^{17}$ It can be considered an intent-to-treat effect, because I assign students to the treated and control groups based on their municipality of residence prior to the reform.
    ${ }^{18}$ On the other hand, it is possible that the reform decreases students' intrinsic motivation or increases students' stress and performance anxiety. In this case, $\lambda$ might be negative.

[^12]:    ${ }^{20}$ High school admission centers report that it is not unusual for grades to increase significantly between the fall semester and the spring semester.

[^13]:    ${ }^{21}$ The increase in independent school enrollment may itself be an effect of the admission reform.

[^14]:    ${ }^{22}$ I use the national grade distribution, but exclude the treated region (Stockholm municipality) when predicting grades.

[^15]:    ${ }^{23}$ A potential concern is the extent to which the change of grading scale in 1998 affected the shape of the GPA distribution in the two groups. In Figure A.4, I show that the results are largely similar if I restrict the sample to cohorts 1998 and later, all of whom graduated with the same grading scale. An exception is the very bottom of the distribution, where the estimates are quite large in magnitude but also very noisy. This is likely due to the fact that there is very little density in this portion of the grade distribution, and the estimates are highly sensitive to the estimates of the kernel density function (see Figure A.5).

[^16]:    ${ }^{24}$ There is no specific cutoff for a grade of Pass with Highest Distinction (MVG), but to obtain MVG, the student must pass the VG threshold.

[^17]:    ${ }^{25}$ I allow the order of the polynomial to vary by region and year. I use the Akaike information criterion (AIC) to guide my choice. The results are not sensitive to changing the order of polynomial.

[^18]:    ${ }^{26}$ I assign each grade the number of points that it is worth in the official calculation of students' GPA, i.e., 0 points if the student does not pass; 10 points for pass; 15 points for pass with distinction; and 20 points for pass with highest distinction. These numbers are set by national regulations and cannot vary across regions.
    ${ }^{27}$ In this case, I assign students to treated and control regions based on where they graduate from compulsory school. I am required to change my method of treatment assignment due to the fact that I have different personal identifiers for the standardized test data from 1998 and my main analysis data from Statistics Sweden, and I do not observe municipality of residence or pre-reform municipality of residence in the standardized test data from 1998.

[^19]:    ${ }^{28}$ The competition measure is calculated as the average level of competition during the prereform period, but the results are almost identical if I allow the measure to vary year by year.

[^20]:    ${ }^{29}$ I consider the technology program a natural sciences program: it was officially classified as one in the pre-reform period, but in the post-reform period, it was a standalone program.

[^21]:    Acknowledgments: I am grateful to Peter Fredriksson and Helena Holmlund for their extensive comments and guidance. I also appreciate the many helpful discussions I had with Cristina Bratu, as well as the feedback that I received from Jan Sauermann, Alexander Willèn, Björn Öckert, the Uppsala Labor Group, and seminar participants at the Department of Economics at Uppsala University. Rasmus Evaldsson at Statistics Sweden deserves special thanks for the extra effort he spent locating and scanning the expenditure data from the SCB archive. Any errors in data digitization are my own.

[^22]:    ${ }^{1}$ For example, areas that experience larger increases in enrollment have a greater need for teachers. Given that teachers are in short supply, schools in these regions may have to crowd more students into the same classroom or hire a larger share of unqualified, inexperienced teachers from outside the profession.

[^23]:    ${ }^{2}$ For example, medical programs require specific courses in math and science.
    ${ }^{3}$ The Ordinance on Municipal Adult Education (Förordning om kommunal vuxenutbildning, SFS nr. 1992:403) outlines the admission guidelines in more detail.

[^24]:    ${ }^{4}$ These supplementary courses are called påbyggnadsutbildningar in Swedish. If the course is a continuation of specific training received in high school or another course in adult education, national guidelines stipulate that grades should be used for admission.

[^25]:    ${ }^{5}$ These study allowances were called UBS. See p. 46 of Stenberg (2010) for more details on the eligibility requirements.
    ${ }^{6}$ Some municipalities created special committees to carry out the administrative oversight, while others relied on the principals already in charge of organizing Komvux.

[^26]:    ${ }^{7}$ The initiative aimed to promote the accumulation of general skills rather than vocation-specific skills, but the government encouraged municipalities to adjust course offerings based on the demands and needs of their residents.
    ${ }^{8}$ Similar to the rules described earlier, there was a specific order for admitting students to oversubscribed courses: the key difference was that, in the case of AEI students, preference was given to unemployed individuals who lacked a three-year high school degree.
    ${ }^{9}$ An explanation is provided on p. 38-39 of Skolverket's first official annual evaluation of the AEI (Skolverket, 1998). See also Gotlands kommun (2001) for anecdotal evidence.
    ${ }^{10}$ Due to data limitations, I cannot link teachers directly to their students, nor can I see how much money each school spent per student in municipalities with more than one provider of adult education.

[^27]:    ${ }^{11}$ For example, if they unregister, or if they fail to participate enough for the teacher to assign them a grade.
    ${ }^{12}$ Upper-secondary courses have two honors grades-Distinction and High Distinctionwhereas the others only have one honors grade. Thus, for upper-secondary courses, I consider both Pass with Distinction and High Distinction as receiving honors.
    ${ }^{13}$ The teacher registry contains all employees with valid contracts in October. Thus, if schools hire new teachers during the spring term, these teachers are excluded from the averages.
    ${ }^{14}$ When defining class size, I do not exclude students who de-register from the course at some point during the semester, because this behavior is likely endogenous to the reform.

[^28]:    ${ }^{15}$ I define subjects using a combination of the prefix in the course code (e.g., MA for mathematics) and the level of study (e.g., lower secondary or upper secondary).

[^29]:    ${ }^{16}$ When a student is still registered for a course but does not attend enough lectures or turn in assignments for a final grade, teachers are supposed to record a grade of $Z$ rather than a missing value. However, grades are missing for approximately $10-20 \%$ of the observations each year. Some of these are for valid reasons, e.g., introductory courses where students are never assigned grades. However, for most courses, it is impossible to know whether the grades "should" be missing or whether the teacher failed to record a grade ( Z or otherwise). To be conservative, I drop all classes with unreported grades, but the main findings are unchanged when I relax this restriction. See the data appendix for additional details.

[^30]:    Notes: Each entry of the second column reports the estimate of the interaction term in equation (2) from separate regressions where the corresponding characteristic in the first column is the outcome variable. Grade nine and high school GPA are standardized by graduation cohort. Standard errors in the third column are clustered at the municipal level.

[^31]:    Notes: Each individual appears once per course that they are enrolled in. Higher-expansion regions are those that experienced above median enrollment shocks

[^32]:    Notes: The continuous measure used to measure treatment intensity in Panel B ranges from -0.73 to 17.27 , with a median of 2.05 (see panel (a) of Figure A.2). In Panel D, I interact the time indicator with all the municipality characteristics listed in Table A.3. Standard errors are clustered at the municipal level. Pre-reform mean refers to the average in the higher-expansion regions during the 1994-1996 school years. Stars denote significance levels: *** for $p<0.01$; ** for $p<0.05$; * for $p<0.10$.

[^33]:    ${ }^{17}$ The issue was that the SKOLFORM variable used to be measured at the rektorsområde (principal area) level rather than the school level for all school forms except compulsory school. Because many principals organized high school and adult education in conjunction with one another, these two different school forms often existed in the same principal area. In this case, the SKOLFORM variable was always reported as high school, which meant that adult education teachers in the principal area would appear as high school teachers if the SKOLFORM variable was used for classification of teachers. This changed in the 1999/2000 update of the teacher registry: since then, different school forms in the same principal area always receive a unique code and classification.

[^34]:    Acknowledgments: This paper has benefited greatly from the input of Peter Fredriksson, Helena Holmlund, Mikael Lindahl, and Alex Solís. I am also thankful for helpful comments from David Figlio, Georg Graetz, Mark Hoekstra, Oskar Nordström Skans, Jesse Rothstein, and Björn Tyrefors, as well as seminar participants at the Institute for Policy Research at Northwestern University and the Department of Economics at Uppsala University. Additionally, I am grateful for financial support from the Jan Wallander and Tom Hedelius Foundation during my time at Northwestern University.

[^35]:    ${ }^{1}$ The most prominent research, which I have cited here, is based on data from single states in the U.S. However, there are also studies documenting that teacher qualification gaps exist in many other countries as well; see, e.g., Luschei and Jeong (2018) for an overview of international evidence.

[^36]:    ${ }^{2}$ There was sustained growth in the number of students pursuing technical degrees in education over the entire sample period, but technical degrees do not lead to a professional title and only permit students to work as teaching assistants.
    ${ }^{3}$ During my sample period, three new administrative regions were created, bringing the total to 16. When I look at geographical sorting, I convert all administrative codes at the region-, province-, and commune-level back to their codes at the start of the sample period.

[^37]:    ${ }^{4}$ Author's own calculations using the enrollment registries.
    ${ }^{5}$ The aggregate data cover the 2009-2015 cohorts. Ranked from lowest to highest, two-year employment rates were as follows: $75 \%$ for those who specialized in physical education; $78 \%$ for art \& music, religion \& philosophy, and social sciences; $81 \%$ for foreign language; $89 \%$ for language; $90 \%$ for primary education and natural sciences; and $95 \%$ for mathematics.

[^38]:    ${ }^{6}$ Some special programs at these universities do not process admissions through the centralized mechanism. Additionally, a small number of students are admitted through special quotas.

[^39]:    ${ }^{7}$ This means, for instance, that students wait-listed for their first choice and admitted to their second choice cannot be admitted to or wait-listed for any of the programs listed in their third through eighth choice.

[^40]:    ${ }^{8}$ While I observe each individual's list of ranked preferences for programs with centralized admissions, I do not observe their preferences for outside options (e.g., private universities or professional institutes).

[^41]:    ${ }^{9}$ There are several types of invalid applications: applications to programs that do not exist (i.e., the applicant lists an invalid program code); repeat applications (e.g., the applicant applies to the same program in both the first and second preference); and applications made by people who do not fulfill the general admission criteria for the program (e.g., the program requires applicants to take the natural sciences sub-test, but the applicant did not complete the test).
    ${ }^{10}$ In the unrestricted sample of first-time applicants to teaching programs, the mean (median) age at application was 19.66 (19). About $42 \%$ of all first-time applicants listed a teaching program as their top preference. Conditional on being admitted to or wait-listed for a teaching program, $63 \%$ had teaching as a top choice.

[^42]:    ${ }^{11}$ My analysis focuses on teachers, so the ultimate interest is in how characteristics of different teaching programs change across the threshold. Thus, with the caveat that enrollment in teacher education is an endogenous outcome, I replicate Table 5 for the subsample of applicants who ever enroll in a teaching program in order to verify that there are similar jumps in institution and program characteristics conditional on selection into a teaching program. These results can be found in Table A. 4 in the appendix. They are largely consistent with the findings discussed here.

[^43]:    ${ }^{12}$ In the reduced-form regressions, the optimal bandwidth according to the procedure described in Calonico et al. (2014) ranges from just under 20 to just over 30 depending on the outcome that I examine. In the sensitivity analysis, I show the main results at a wide range of different bandwidth choices.

[^44]:    Continued on next page.

[^45]:    ${ }^{13}$ I prefer to use the binary classification in the main results for several reasons: first, the log population density measure is only available from the 2017 census, which means it is measured years after most graduates get their first teaching job. Second, the urban vs. rural indicator from the school registry often corresponds to vulnerable schools that have the hardest time recruiting teachers, which is a relevant outcome from an equality-of-opportunity perspective.

[^46]:    Notes: The full sample includes all applicants who list a teaching program as their top preference, while the preferred sample includes all applicants who list a teaching program as both a top and next-best preference. In columns 2 and 4, the sub-sample of teachers refers to applicants who work as a classroom teacher within 10 years of their first application to a teaching program.

[^47]:    Continued on next page.

[^48]:    Notes: This table reports the jump in characteristics at the threshold for selected samples of applicants who enroll in a teaching program. Estimates are obtained via local linear regressions with a bandwidth of 30 , rectangular kernel, program-by-year and preference-type fixed effects, as well as a flexible control function in which the slope of the running variable is allowed to vary above and below the cutoff for each preference type. Standard errors are clustered at the program-by-year level and are shown in parentheses. Significance levels are denoted with stars: *** for $p$-value $<0.01$; ** for $p<0.05$; * for $p<0.10$.

[^49]:    Continued on next page.

[^50]:    Continued on next page.

