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Introduction 

Human labour is probably the most important resource traded in the economy. 
Almost all of us participate in the labour market for a large part of our lives, 
with working-age individuals in developed countries spending almost a quar-
ter of their waking hours on the job (OECD, 2022). The vast majority of adults 
rely on labour or labour-related transfers such as pensions as their main source 
of income (Piketty et al., 2018; SCB, 2022). Unsurprisingly, the labour market 
arouses strong opinions and passions among both policymakers and society at 
large. Unemployment, wage differences between workers, and division of 
firms’ revenues between capital and labour are issues that have ignited a pleth-
ora of political movements in the past, and continue to be central in today’s 
political debates. This thesis, which consists of four self-contained essays, 
aims to improve the understanding of several key aspects of the labour market 
from a worker perspective.  

Technological Change and the Nature of Work 
The way we work has long shifted with changes in society and technology. 
This process has been especially visible during the last two centuries or so, as 
the pace of economic growth has increased exponentially with the onset of the 
Industrial Revolution. The initial introduction of steam engines and textile-
processing machines has been followed by railroads, electrification, internal-
combustion engines, communications technology and computers. In recent 
decades, digitalisation and globalised trade configurations have had large ef-
fects on working patterns. While technological progress has in general been 
rapid and led to hitherto undreamed-of improvements in living standards, not 
everyone has been able to reap the gains. This is encapsulated in Schumpeter’s 
(1942) classic description of technological change as a process of creative de-
struction, where new patterns of work and production continuously supersede 
old ones, leaving those unable to adjust behind. Given the uneven distribution 
of returns, it is unsurprising that some oppose the disruption wrought by new 
technologies. Understanding the effects of technological development on its 
losers is key for designing policies that can help everyone enjoy its benefits. 

Automation of tasks previously performed by human workers has been a 
feature of the economy at least since the textile-spinning machines that ush-
ered in the Industrial Revolution at the end of the 18th century. The workers 
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initially exposed to automation were skilled artisans with significant training, 
which was rendered obsolete with the invention of machines that performed 
the same tasks several times as fast. This gave rise to early protests against 
technological change in the form of the Luddite movement, whose adherents 
smashed the industrial equipment that had stolen their livelihoods. Since the 
middle of the 20th century, however, automation has instead targeted tasks 
that used to be performed by low-educated labour. Recent advances in digi-
talisation and artificial intelligence also increasingly put white-collar clerical 
workers at risk. Some scholars and entrepreneurs warn that coming advances 
in these fields will lead to mass unemployment, as more and more occupations 
will be replaced by new technology (see, e.g., Brynjolfsson and McAfee, 
2014). Most economists who have studied the issue take a more nuanced view, 
noting that recent automation often complements and increases the demand 
for skilled labour (Acemoglu and Restrepo, 2019). An interesting – and per-
haps worrying – fact about recent technological advances is that they seem to 
have benefitted not only skilled occupations, but also the least-paid elemen-
tary and service jobs, leading to polarisation in the occupational structure. 
This has been to the detriment of routine jobs, which are easily replaced by 
technology and typically involve manufacturing or clerical work in the middle 
of the occupational wage distribution (Acemoglu and Autor, 2011). In Swe-
den, structural change has led to high-skilled professionals’ share of the work-
force increasing by a third between 1996 and 2013, while machine operators’ 
and crafts workers’ share fell by a fifth over the same period. Essay IV aims 
to understand how such shifts in occupational structure are connected to rela-
tive wages between occupations and to changes in inequality. The findings 
suggest that increased labour demand in growing occupations acts to increase 
wage inequality; however, the worker flows into these occupations that arise 
in response have a counteracting effect. 

Establishment Closures and Mass Layoffs 
The creative destruction wrought by technological and economic change leads 
to a constant churn of firms, as some rise with new opportunities, while others 
are unable to adapt and fail. Struggling plants often close down or lay off a 
large share of their workforce, resulting in many individuals losing their jobs 
at the same time. Such mass layoff events have been the subject of a large 
literature in economics since the seminal study by Jacobson et al. (1993). 
These studies are almost unanimous in concluding that affected workers suffer 
significant, long-term scarring effects in terms of employment, wages and 
other labour market outcomes compared to similar workers who are not dis-
placed (see Kuhn, 2002, for an overview). Job displacement is even associated 
with worse outcomes in terms of family formation and health (Sullivan and 
von Wachter, 2011; Eliason, 2012). Many papers have tried to identify groups 
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of workers who cope relatively well with displacement and those who are se-
verely impacted. Essay II contributes to this literature by investigating how 
routine workers cope with job displacement compared to non-routine workers, 
a question which is pertinent given that routine workers have suffered from 
worsening employment opportunities and slow wage growth at least since the 
1980s (Cortes, 2016). As expected from theory, routine workers are much 
more adversely affected by job loss, with worse labour market outcomes com-
pared to non-routine workers for many years after displacement. In Essay III, 
we take a broader view and analyse how a large array of worker characteristics 
combine to determine the size of displacement losses. The findings point to 
age and education as key correlates of post-layoff outcomes, with older and 
low-educated workers losing more. Industry and location-related factors also 
play an important part. However, no single variable or small number of vari-
ables can explain all of the variation in the impact of job displacement. This 
confirms the findings of previous studies, which have identified many drivers 
of heterogeneity in this setting. 

Sickness Insurance and Sickness Absence 
Job displacement due to establishment shutdowns or mass layoffs is not the 
only kind of negative shock workers might experience. A very common neg-
ative event, which influences labour market productivity, is a deterioration in 
health. Everyone gets ill from time to time, being unable to carry out their 
usual tasks at work. Sickness insurance systems aim to compensate individu-
als for the income losses that arise when they are unable to perform their jobs 
due to their health status. Comprehensive systems, such as those found in most 
European countries, cover workers in all sectors of the economy and often 
reimburse a large fraction of labour income (Barmby, 2002). However, the 
design of sickness insurance must take into account the moral hazard problem 
inherent in all insurance settings. This is the phenomenon of insurance recip-
ients using their information advantage over the insurer to extract more than 
their fair reimbursement. In the case of sickness insurance, moral hazard can 
involve workers taking out more days of sickness absence than their health 
status warrants. Policymakers employ a variety of measures to reduce such 
risks, including not reimbursing all lost income, excluding the first day of 
sickness absence from insurance coverage, and limiting the duration of bene-
fits. Essay I studies the very common measure of using medical professionals 
to monitor absent workers’ health status, focusing on identifying groups of 
workers whose behaviour changes strongly in response. The results suggest 
those with a history of high sickness absence uptake, men, low-income work-
ers, and residents of socioeconomically disadvantaged neighbourhoods are 
more prone to increase absence when monitored less. My general approach, 
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which involves analysing many characteristics, is able to identify the key im-
portance of sickness absence history and neighbourhood factors, which have 
not been emphasised in previous literature on monitoring sensitivity.  

Econometric Methodology 
Methodological advances in econometrics have been key to improving our 
understanding of different aspects of the labour market in recent decades. The 
“credibility revolution”, pioneered in the 1990s by the 2021 Nobel Prize win-
ners Joshua D. Angrist, David Card and Guido W. Imbens, has led to higher 
standards in research design, shifting focus to experiment-like settings where 
causal effects can be discerned given reasonable assumptions. While econo-
mists are sometimes lucky enough to be able to conduct or analyse randomised 
experiments (as I am in Essay I), we typically have to make do with observa-
tional data. However, in many observational settings, as-if-random allocation 
of individuals to different treatments can arise even in the absence of any con-
scious randomisation. Essays II and III make use of such an allocation of 
workers into job loss due to mass layoffs. One upside of using mass layoffs to 
understand the consequences of job loss is that those who are displaced when 
an establishment closes are less selected on their individual characteristics 
than those who are displaced in smaller layoffs or fired for personal reasons. 
Therefore, based on a broad set of worker, establishment and aggregate char-
acteristics, it is possible to plausibly identify a control group of non-displaced 
workers whose characteristics closely match those of the displaced workers. 
Assuming that allocation into displacement is random, conditional on being 
in the matched sample, it is possible to identify causal effects on the individ-
uals who lose their jobs. Of course, one might still be concerned about whether 
the variables used in the matching really capture everything that determines 
whether someone experiences a mass layoff or not. Nevertheless, such an ap-
proach provides substantial gains compared to purely descriptive studies. 

Often, different individuals react differently to labour market shocks or pol-
icies. Besides understanding the main effect, we are frequently interested in 
how it varies for people with different characteristics. For example, a support 
programme for laid-off workers is unlikely to be socially beneficial if directed 
to those who are able to cope with the shock of displacement well on their 
own. Monitoring of sickness insurance recipients who would not be absent 
from work for longer than their health warrants anyway is unnecessary. For 
this reason, it is important to understand how effects vary across workers with 
different characteristics. Traditionally, such heterogeneity analysis is done by 
splitting the sample based on a characteristic of interest, and analysing 
whether treatment effects differ among individuals on either side of the thresh-
old. This is the approach I employ in Essay II. However, when analysing het-
erogeneity along many different dimensions, traditional econometric methods 
can be insufficient. One constraint is of course time, as testing many different 
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splits of the data can take very long. However, the conceptual problem is re-
lated to testing multiple hypotheses about the existence of heterogeneity 
across many thresholds. Splitting the sample along many dimensions makes 
finding spurious heterogeneity likely, as there is a high probability of uncov-
ering patterns that hold within the particular sample considered by chance, but 
are not valid in the full population (a phenomenon known as overfitting). 
These problems can be solved by machine learning, an approach which has 
entered economics quite recently (Athey and Imbens, 2019). Using machine 
learning, it is possible to try out many ways of capturing heterogeneity in the 
data, and to make sure that the identified relationships are not spurious sam-
pling artefacts. The generalised random forest (GRF; Athey et al., 2019), used 
in Essays I and III, can analyse how a large number of worker characteristics 
are connected to post-displacement earnings losses and sensitivity to sickness 
absence monitoring respectively. GRF splits the sample in turn at every pos-
sible threshold level of each included variable, and selects the division that 
maximises treatment effect heterogeneity across the resulting groups of work-
ers. It also takes a number of measures to reduce the overfitting problem. The 
workers are divided into several sets and the treatment effects for workers in 
each set are predicted using only workers in the other sets. Hence, the pre-
dicted effect for an individual is not based on that individual’s outcome, but 
only on the outcomes of others. This avoids fitting estimates to individual-
level idiosyncrasies and ensures that the relationships identified are character-
istic of the entire population. 

The four self-contained essays in this thesis are described in more detail be-
low. 

The Essays 

I. Who (Mis)uses the Sickness Insurance System? Evidence from a 
Randomised Experiment 
I investigate how monitoring of sickness insurance recipients by physicians, a 
common measure in many countries, affects their sickness absence. The set-
ting is a unique randomised controlled experiment, which was conducted in 
two regions of Sweden in 1988. During the experiment, those born on odd 
dates were required to provide medical certificates after the usual seven days 
of absence; however, those born on even dates could be away from work for 
an extended 14 days before having to provide a certificate. Earlier work by 
Hartman et al. (2013) has shown that the experiment increased sickness ab-
sence among the less-monitored group. This made it a failure in the eyes of 
policymakers, who decided to discontinue the trial and monitor all workers 
after the normal seven-day period. I use GRF to study whether it is possible 
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to relax monitoring in a targeted way for groups of workers who do not in-
crease their absence much in response. I find strong evidence of heterogeneity 
in worker responses to relaxed monitoring. Those who strongly increased 
sickness absence uptake had taken many days of sick leave in the past, were 
men, had low earnings and education, resided in socioeconomically disadvan-
taged neighbourhoods, and worked at large plants with high sick leave uptake 
among the workforce. The key importance of sick leave history and neigh-
bourhood of residence have not been identified by previous studies, highlight-
ing the strength of the GRF in analysing heterogeneity across many variables 
at the same time. Interestingly, some groups of workers with high sick leave 
uptake in general do not react much in terms of sickness absence when moni-
toring is reduced. For instance, women take out more sickness absence than 
men, but are not as sensitive to monitoring as men are. I argue that policymak-
ers can make use of the findings to relax monitoring for some worker groups 
in order to conserve healthcare resources. In particular, my results suggest that 
it would be possible to let workers who do not have a history of extensive 
sickness absence to provide medical certificates after 14 days of absence in-
stead of after seven days. If these workers’ absenteeism increases as a re-
sponse, they will eventually end up in the more stringently monitored group, 
making the system self-regulating. 

II. Consequences of Job Loss for Routine Workers 
This essay considers how routine workers fare compared to non-routine work-
ers following establishment shutdowns or mass layoffs. I find that laid-off 
routine workers suffer significantly higher earnings, wage, employment and 
unemployment penalties. These differences persist in the medium run, with 
the earnings losses of routine workers remaining significantly larger than 
those of non-routine workers for eight years after layoff. Some of these addi-
tional losses are likely to arise because routine workers have a hard time find-
ing new employment that fits their skills and human capital. They have a 
higher probability of switching both occupation and industry after becoming 
displaced, meaning that their prior knowledge is less useful in their new jobs. 
While recommendations for coping with technological change for routine 
workers often involve re-training and re-skilling to be competitive in non-rou-
tine jobs, I do not find indications that routine workers who switch into non-
routine occupations do better than those who stay in routine ones. This is 
somewhat disheartening, but it might also suggest that not enough has been 
done to prepare these workers for a changing labour market. Perhaps tailoring 
policies specifically to the needs of routine workers might improve their out-
comes. 
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III. Worker Attributes, Aggregate Conditions and the Impact of Adverse 
Labor Market Shocks (with Susan Athey, Lisa Simon, Oskar Nordström 
Skans and Johan Vikström) 
We investigate how different worker and aggregate characteristics interact to 
determine displacement losses following mass layoffs. We take a big-picture 
view, considering 43 factors, which capture individuals’ demographics, fam-
ily situation, geographical mobility history, education, tenure, characteristics 
of the closing establishment, developments in their industry, features of the 
local labour market and the situation in the aggregate economy. We document 
substantial heterogeneity in earnings losses using GRF. The worst-affected 
decile of workers loses 46 percent of pre-displacement earnings and the most 
resilient decile loses only five percent. Our findings suggest that age and edu-
cation are important determinants of the size of earnings losses. Older and 
low-educated workers suffer much more than younger and highly educated 
ones. Factors at the industry and location level also play an important part. 
Workers displaced from manufacturing industries and in rural locations tend 
to lose much more than their non-manufacturing or urban counterparts. How-
ever, a key result is that no single factor, or small number of factors, can fully 
explain heterogeneity in post-displacement earnings losses. The most resilient 
quartile among workers who are older than 50 and have at most vocational 
high school education does as well as the worst-affected quartile among work-
ers who are younger than 30 and have at least a bachelor’s degree. The fact 
that the determinants of earnings losses are many and complex can explain 
why earlier studies (e.g. Schmieder et al., 2020; Lachowska et al., 2020; Gath-
mann et al., 2020) have found heterogeneity in the impact of displacement 
across multiple dimensions. Our paper connects them by providing a detailed 
description of the characteristics of workers who experience large and small 
displacement losses. 

IV. Understanding Occupational Wage Growth (with Adrian Adermon, 
Simon Ek and Georg Graetz) 
This essay documents how the occupational and wage structures of the Swe-
dish labour market have evolved from 1996 to 2013. During this period, the 
occupational structure changed significantly, while relative wages across oc-
cupations changed little, a pattern also seen in most other developed countries. 
This presents a puzzle because it implies that the workforce has re-sorted itself 
across occupations without being incentivised by a price mechanism. We find 
that the relative price of work has indeed increased in growing occupations, 
but that this is partly masked in the raw data by the effects of worker sorting. 
When the price of labour increases in an occupation, workers from other oc-
cupations who are less suited to performing it are drawn in. The wages of these 
new workers reflect their lower productivity, pushing average wages in the 
occupation down. When netting out composition effects, the resulting wage 
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premia are positively correlated with occupational employment growth, 
providing a partial solution to the initial puzzle. However, in order to estimate 
the premia correctly, it is necessary to take into account the effects of lifecycle 
wage profiles in different occupations. We develop a method for identifying 
such profiles by using the flat spot in wage growth that workers experience 
after several decades of labour market experience. We end the paper by de-
composing the increase in between-occupational wage inequality that has 
taken place in Sweden into factors related to wage premia and worker flows. 
We find that changes in relative premia have tended to increase inequality, 
while worker flows in response to them have worked in the opposite direction. 
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1. Introduction 
Sick leave is a key right that is enjoyed by most workers in developed coun-
tries today, allowing them to stay home when their health is too poor to be 
able to work. It prevents incapacitated individuals from facing the choice of 
working in spite of their condition or losing their employment. Workers are 
shielded from the income effects of health shocks and are able to smooth their 
consumption over time in a way that would otherwise be unfeasible. 

However, as with any insurance system, insuring workers against bad 
health carries a risk of moral hazard. Society has an interest in minimising 
overuse, both in order to guarantee proper use of public funds, as well as to 
ensure that the social insurance system is seen as fair and legitimate. This is 
especially imperative in light of the substantial public spending on sickness 
and disability insurance, amounting to two percent of GDP in OECD countries 
in 2017 (OECD, 2021). Sickness insurance recipients almost invariably have 
better knowledge of their health status than the insurer does; monitoring, in 
the form of doctor's visits or otherwise, is used to reduce this information dis-
crepancy. However, monitoring is costly, as it typically involves engaging 
medical professionals, the opportunity cost of whose time is high. Therefore, 
focusing monitoring efforts on the most responsive individuals would improve 
the system's efficiency and reduce costs. Identifying heterogeneous behav-
ioural effects when the intensity of monitoring is varied is thus of key policy 
relevance.  

This paper investigates the sensitivity of different worker groups to moni-
toring using a large-scale randomised controlled experiment conducted in two 
Swedish regions in 1988. In the experiment, individuals were randomised into 
treatment and control groups based on whether they had odd or even dates of 
birth. Those with odd dates of birth were required to provide medical certifi-
cates if their sick leave spell was longer than seven days, while those born on 
even dates were only required to provide certificates if their spell exceeded 14 
days. I use a machine learning approach, the causal forest (Athey et al., 2019), 
to identify groups of workers who are sensitive to this difference in monitoring 
intensity. Causal forests have been designed specifically for the study of het-
erogeneity in treatment effects. In contrast to traditional sample splitting ap-
proaches, it is the algorithm itself that chooses what characteristics to split on 
and at what thresholds. This minimises the researcher’s ability to select splits 
that fit a particular hypothesis. Furthermore, the causal forest provides indi-
vidualised estimates of treatment effects for every sickness insurance recipient 
based on his or her specific combination of characteristics. This makes it pos-
sible to describe what characterises individuals who are responsive to reduc-
tions in monitoring. The causal forest is also able to capture complex nonlinear 
relationships between worker characteristics and monitoring sensitivity, as 
well as interactions between characteristics, in a very flexible way. 
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I identify substantial heterogeneity of worker responsiveness in terms of 
sickness absence duration. The least sensitive decile of workers is estimated 
to increase the duration of their sick leave spells by 0.36 days on average, 
while the most sensitive decile's sick leave spell duration increases by 1.71 
days. The probability that a worker in the most sensitive decile ends his or her 
sick leave spell in its second week is estimated to increase by 19 percentage 
points, compared to 6 percentage points for a worker in the least sensitive 
decile. The most important predictors of strong worker responsiveness to 
monitoring are a history of high sick leave absence, low socioeconomic status 
in terms of education and income, male gender, large workplace, high sick 
leave take-up by colleagues at the workplace in earlier periods, and low soci-
oeconomic status of the neighbourhood of residence. For predicting which 
workers change their sickness absence behaviour in response to monitoring, 
sick leave history is particularly important, as it is observed by the insurer and 
thus feasible to use as grounds for focusing monitoring efforts. The results 
regarding peer effects indicate that behaviour of colleagues is important and 
that interventions by firms to improve the work environment or morale can be 
useful. 

Back-of-the-envelope calculations suggest that if monitoring intensity is 
reduced for workers who are estimated to be non-sensitive, rather than for a 
random subset of workers, losses in terms of increased sickness absence can 
be limited. Relaxing the monitoring regime for the 49 percent of workers with 
the smallest predicted treatment effects (rather than for a randomly selected 
49 percent of workers as in the experiment) would result in absence rising by 
41 percent less than was observed. If monitoring could only be targeted based 
on workers’ sick leave history, absence would still increase by 29 percent less 
than what was the case when monitoring was randomly assigned. 

Much of the literature on sickness absence has focused on identifying 
worker characteristics which are correlates of sickness absence uptake (Win-
kelmann, 1999; Barmby et al., 2002; Frick and Malo, 2008; Treble and 
Barmby, 2011). It is well established that sickness absence is higher among 
women, public sector employees, low-paid workers, high-tenured workers, 
and employees at large workplaces. While I find that some factors associated 
with high uptake, such as low earnings and working at a large establishment, 
are correlated with high sensitivity to monitoring, this is not the case for a 
number of other covariates. In particular, women and public sector workers 
are less responsive to monitoring than men and private sector workers. Some 
other correlates of sick leave uptake, such as age, marital status and workplace 
tenure do not have strong relationships with monitoring sensitivity. 

Examples of more direct studies of sensitivity to monitoring are Ferman et 
al. (2021) and Boeri et al. (2021). Both have focused on public sector workers, 
using a policy change in a Norwegian municipality and an experiment in Italy 
respectively. The studies arrive at opposing conclusions, with Ferman et al. 



30 

(2021) finding no increase in sickness absence when medical certificate re-
quirements are relaxed, and Boeri et al. (2021) finding that random visits to 
the homes of absent employees do have an absence-reducing effect. 

Earlier work on the 1988 Swedish monitoring experiment has found that 
the relaxed rules caused a substantial increase in sick leave spell duration 
among treated workers. If applied nationally, the less stringent rules would 
result in costs rising by about one billion SEK (200 million 2021 EUR), rep-
resenting three percent of the outlays of the entire sickness insurance system 
(Riksförsäkringsverket, 1989; Hartman et al., 2013). Some previous studies 
have investigated how the experiment’s effects differed based on worker char-
acteristics such as age, gender and income (Hesselius et al., 2009; Hartman et 
al., 2013; Hesselius et al., 2013; Johansson et al., 2019). In this paper, the 
question is approached in a more general way, by considering heterogeneity 
across a total of 40 individual characteristics. Furthermore, the causal forest 
represents a methodological advance over traditional sample splitting, as out-
lined above. The findings of earlier studies regarding higher sensitivity among 
men and individuals with low incomes are confirmed by my analysis. How-
ever, the key importance of sick leave history, as well as of neighbourhood 
characteristics, has not been identified previously. 

There are large and persistent cross-country discrepancies in levels of sick 
leave take-up, the reasons for which have not been conclusively identified. 
Explanations put forward include differences in monitoring intensity, replace-
ment rates, workforce health, as well as cultural factors (Barmby et al., 2002). 
Evidence from Sweden suggests that lowering replacement rates and exclud-
ing the first day of sickness absence from insurance coverage reduces absence 
rates (Johansson and Palme, 2002; Henrekson and Persson, 2004). Although 
differences exist, Sweden’s public corporatist sickness insurance system is 
broadly similar to those found in the rest of Scandinavia and continental Eu-
rope. Provisions with regard to high replacement rates, lack of an unpaid initial 
waiting period and lack of monitoring for short absence spells were quite gen-
erous at the time of the experiment, but they are not unlike those prevailing in 
other European countries today (Palme and Persson, 2020). The results thus 
provide an insight into how monitoring affects recipient behaviour in an insti-
tutional setting characteristic of many developed countries. 

The issue of monitoring sickness insurance recipients rose to renewed 
prominence during the Covid-19 pandemic. Many countries relaxed rules for 
obtaining sick leave (OECD 2020). For example, in Sweden, the maximum 
period a worker could spend on sick leave before having to provide a doctor's 
certificate was increased from 7 to 21 days during many phases of the pan-
demic (Försäkringskassan, 2021). This relaxation of monitoring intensity was 
very similar in spirit to the changes effected by the 1988 experiment. 

The remainder of this paper is structured as follows. Section 2 provides 
background about the Swedish sickness insurance system and the context in 
which the monitoring experiment took place. The outcomes, as well as worker 
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characteristics considered as possible drivers of treatment effect heterogeneity 
are covered in Section 3. An overview of the machine learning approach used 
to identify conditional treatment effects is given in Section 4. Section 5 pro-
vides evidence that the experimental randomisation was successful and Sec-
tion 6 presents and discusses the results. Section 7 concludes. 

2. Background 

2.1 The Swedish Sickness Insurance System 
Sweden has a comprehensive sickness insurance system, where practically all 
employees are entitled to sick leave. In 1988, at the time of the experiment, 
government-run social insurance funds, each responsible for a certain geo-
graphic area, covered the vast majority of sick leave expenses. Recipients 
were entitled to payments from these funds starting from the first day of ab-
sence. Normally, workers were required to provide the insurance funds medi-
cal certificates proving that they were sick if the duration of absence was eight 
days or longer. Workers were reimbursed 90 percent of their wages while they 
were on sick leave (SOU 1981:22).1 However, benefits were capped for work-
ers whose annual earnings were greater than 193,500 SEK in 1988 (equal to 
about 69,000 2020US$). About 2.6 percent of the workers involved in the 
monitoring experiment had earnings in excess of this cap. There was no time 
limit on benefit duration. Leave for taking care of sick children was, and has 
remained, separate from sickness absence in the Swedish system (SOU 
2015:21). The rules for such leave were unaffected in the 1988 experiment 
(Riksförsäkringsverket, 1989). 

Since 1988, a number of changes have been enacted to the system, mostly 
with the aim of reducing moral hazard and overuse. Replacement rates have 
been reduced to 80 percent of wages, limits on the maximum duration of sick-
ness absence benefits have been introduced, recipients are no longer reim-
bursed for the first day of sick leave (the “qualification day”) and the first two 
weeks of sick pay are now paid by employers rather than the public insurance 
system (SOU 2015:21). However, the Covid-19 pandemic brought about a 
loosening of some rules. Most notably, the qualification day rule was not ap-
plied and recipients were reimbursed for all their days of sick leave. Also, 
monitoring in the form of medical certificate requirements, which had been 

                               
1 For some workers, such as municipally employed workers and white-collar workers in many 
collective agreement fields, there was an additional amount paid by their unions. For these in-
dividuals, the replacement rate of sickness insurance could amount to 100 percent for short to 
intermediate length spells. This also mitigated losses for those with earnings in excess of the 
reimbursement cap (SOU 1981:22). The rules for providing medical certificates for these addi-
tional reimbursements were also changed in line with the experiment (Riksförsäkringsverket, 
1989), meaning that affected individuals faced no asymmetric incentives. 
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required from the eighth day of absence on, only took place from the 21st day 
of absence on (Försäkringskassan, 2021). 

2.2 The “Extended Right to Self-Accorded Sickness Absence” 
Experiment 
In 1984, the Swedish government implemented a trial known as the “Free Mu-
nicipality Experiment”, which meant that a number of municipalities gained 
the right to try out new policies regarding, among other fields, healthcare, 
schools, social planning, labour market policy and environmental policy (SOU 
1991:68). Within the framework of this experiment, Jämtland county in north-
ern Sweden implemented a policy known as “Extended Right to Self-Ac-
corded Sickness Absence” starting on January 1st 1987. This involved extend-
ing the time of sickness absence that individuals could take out without 
providing the government-run insurance society with a medical certificate 
from 7 to 14 days. This involved all workers, without the date of birth differ-
ences that were introduced by the experiment later. The motivation was that 
examining workers on sick leave and writing certificates for them was a waste 
of doctors’ time, which could be better spent treating seriously sick patients. 
Another motivation was that sick individuals who might find doctor’s visits a 
nuisance would stay at home until full recovery, thus improving their future 
health status and reducing future sickness absence. Also, workers would re-
turn to work when they felt well enough to do so, rather than waiting for the 
full number of days that the doctor had specified on the medical certificate; 
thus, some spells were actually expected to become shorter. A final reason for 
the change in policy was that travel distances to the nearest medical establish-
ment can be very large in rural Jämtland, placing an undue burden on recipi-
ents (Riksförsäkringsverket, 1989). 

The local authorities in Jämtland considered the new policy successful, but 
the Central Insurance Agency wanted a more rigorous evaluation, also involv-
ing a prominent urban area, as sickness absence in Sweden was higher among 
urban workers at the time. Thus, a randomized experiment was set up involv-
ing the 70,000 sickness insurance recipients in Jämtland county and the 
240,000 recipients in Sweden’s second largest city of Gothenburg. Those born 
on odd dates were required to provide doctor’s certificates starting on the 
eighth day of their absence spell, while those born on even dates were required 
to provide certificates starting on the fifteenth day. Thus, the experiment rep-
resented a loosening of the rules in Gothenburg and a tightening of the rules 
in Jämtland. Nevertheless, throughout this paper, I refer to those who had to 
provide certificates on day eight as the control group and those who had to 
provide certificates on day fifteen as the treated group. The experimental rules 
covered sickness absence spells which began between July 1st and December 
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31st 1988. There was a substantial information campaign targeted at the in-
sured regarding the experiment, involving leaflets distributed at workplaces 
and articles in the press. Subsequently, evaluators at the Central Insurance 
Agency assessed recipients’ understanding of the experimental rules as very 
good, although there were a few isolated misunderstandings involving indi-
viduals in the control group thinking that looser treatment group rules were 
applicable to them (Riksförsäkringsverket, 1989). 

Already at the preliminary stage of collecting results, there were strong in-
dications that the length of the treated group’s sickness absence spells had 
increased substantially and the experiment was discontinued, with everyone 
in both Jämtland and Gothenburg having to provide doctor’s certificates from 
the eighth day for spells which began on January 1st 1989 or later. Evaluators 
at the Central Insurance Agency (Riksförsäkringsverket, 1989) later estimated 
that the less stringent rules would lead to an increase in costs of about 1 billion 
SEK (some 3 percent of the total costs for the entire sickness insurance sys-
tem) if applied nationally. The findings of Hartman et al. (2013) confirm this, 
showing substantially longer absence duration for the treated group, with 
sharp changes in spell survival and hazard rates indicative of moral hazard.  

Some groups of workers were excluded from the experiment for adminis-
trative reasons. The largest of these, some 11 percent of the workforce, were 
individuals whose employment contracts were regulated by the central gov-
ernment, including teachers, postal workers, government agency employees, 
railway employees, police, military servicemen, sickness insurance fund em-
ployees, customs and border guards, government-owned forestry company 
workers, Church of Sweden clergy, university employees, and others. The rea-
son for the exclusion was that sick pay to these workers was provided directly 
by their employers, who then in turn were reimbursed by the social insurance 
funds. There was also a very small group of individuals who were required to 
provide medical certificates already on the first day of sickness absence, 
mostly due to prior misuse, to whom the experiment did not apply (Riks-
försäkringsverket, 1989).  

3. Outcomes and Characteristics 
Thanks to unusually rich microdata collected by Statistics Sweden, I am able 
to include a broad set of worker characteristics in the analysis. These contain 
information on sickness absence (starting in 1987), demographic characteris-
tics, place of residence, employment relationships and earnings (starting in 
1985) and family situation (imputed from 1990 data). 
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3.1 Outcome Definitions 
Earlier work on the experiment by Hartman et al. (2013) has found sizeable 
effects on the duration of treated workers’ sickness absence spells, but no ev-
idence of an effect on sickness spell incidence. Because of this, my analysis 
focuses on the intensive rather than the extensive margin. 

3.1.1 Duration of Sickness Absence Spell 
The main outcome studied is the duration of spells of sickness absence in days. 
This is a natural margin to consider, as sickness insurance costs scale with 
absence duration. There were a total of 256,465 sickness spells started by in-
dividuals in the studied sample between July 1st and December 31st, 1988. I 
drop spells whose duration makes it unlikely that they were affected by dif-
ferences in monitoring between days 7 and 14. The survival and hazard graphs 
strongly suggest no differences between treated and controls for spells shorter 
than four and longer than 21 days. These two categories comprise 112,467 and 
19,796 spells respectively. Including long spells is problematic, as they might 
have outsize effects on estimates due to being numerical outliers. The very 
large number of short spells would also serve to obfuscate patterns of behav-
iour during the period when monitoring intensity varied. For this reason, only 
spells between four and 21 days in duration are used in the main analysis. 

3.1.2 Probability of Sickness Absence Spell Lasting 8-14 Days 
Another way of measuring individual responsiveness to the experiment is by 
studying the probability of a sickness absence spell ending during its second 
week. For this outcome, spells shorter than four and longer than 21 days are 
retained, as outlier effects are absent due to its binary nature. The results thus 
serve as robustness tests for both the outcome definition as well as for the 
sample restrictions imposed in the main analysis. As explained in Section VI, 
the two set-ups produce qualitatively similar findings. 

3.2 Worker Characteristics 
The selection of worker characteristics included in the analysis is based on 
factors which have been identified as important for sick leave uptake by pre-
vious literature. Most of these factors have not been linked to monitoring sen-
sitivity. Nevertheless, a simple hypothesis would be that groups with high up-
take also respond more strongly to being monitored. 

3.2.1 Health-Related 
An individual's health status is, in the absence of moral hazard, the only de-
terminant of sick leave duration. Unfortunately, the necessary data for fully 
characterising individuals’ health are lacking. Information about inpatient care 
spells and diagnoses received during such spells are only available starting on 
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January 1st, 1987. Data on outpatient care contacts and diagnoses, which con-
stitute the vast majority of medical treatment in Sweden, are unavailable for 
the period studied. For this reason, the two measures of individual health I use 
are indirect. The first of these, the total number of days of sickness absence in 
earlier periods, is the total number of days of sickness absence the individual 
ran up in spells which began between January 1st, 1987 and June 30th, 1988.2 
This measure contains information not only on the individual's health, but also 
on any overuse of sickness insurance that the individual might have been 
prone to. A measure much more directly related to serious health issues is the 
total number of days spent in inpatient care over the same time frame.’  

Another variable connected both to health and to sickness absence behav-
iour is the number of short sickness absence spells in earlier periods. Short 
spells are defined as those 1-21 days in length. This measure puts less weight 
on long spells, instead focusing on whether the individual has taken many 
short absences in the past, which might be indicative of the presence of moral 
hazard. The number of spells is also measured between January 1st, 1987 and 
June 30th, 1988. 

3.2.2. Demographic 
There are well-established differences between demographic groups in terms 
of their sick leave uptake. For example, a female dummy is included because 
women have a persistently higher take-up than men. Also, health deteriorates 
with age, which has been shown to affect sick leave (Barmby et al., 2002). 
Finally, in the Swedish setting, immigrants tend to be absent due to sickness 
slightly more than natives; this factor is captured using an immigrant variable 
which takes the value 0 for individuals born in Sweden, 1 for those born in 
other Nordic countries, 2 for those born in the rest of Europe and 3 for those 
born in the rest of the world. The causal forest results are interpretable even 
though the measure is ordinal, which would not be the case for traditional 
econometric approaches. 

3.2.3 Family-Related 
Family factors have been found to play a role in workers' sickness insurance 
take-up. The presence of partners may affect behaviour through their provi-
sion of additional sources of income and married individuals tend to have 
higher sick leave uptake than unmarried ones (Barmby et al., 2002; Angelov 
et al., 2011). To analyse the importance of such effects, dummies are included 
for being married and being divorced, with single individuals providing the 
reference category. While leave for taking care of sick children is separate 
from sick leave in Sweden, parents might nevertheless register such spells as 

                               
2 The length of the pre-period considered is dictated by data on sickness absence becoming 
available from January 1st, 1987. 
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own sickness absence. For this reason, I include the number of children of pre-
school age and the number of children of school age as characteristics. As 
family characteristics are only available starting in 1990, I impute their 1988 
values. Individuals’ marital status is imputed to be the same in 1988 as in 
1990; two years are subtracted from the ages of children in 1990 to get values 
for 1988. 

3.2.4 Education 
Education is a strong correlate of factors identified as important for sick leave 
uptake, such as earnings and occupation. To flexibly capture education, I have 
included both the level of education, as an ordinal variable running from 1 
(mandatory 9-year education or less) to 7 (PhD-level education), as well as 
dummies for broad education fields. The fields are general education (found 
at the low levels of educational attainment), teacher training, administra-
tion/law/social science, science/engineering, health and services. 

3.2.5 Neighbourhood Characteristics 
Individuals’ sickness absence behaviour might be affected by the attitudes of 
their neighbours (Lindbeck et al., 2016). For this reason, I include several 
leave-one-out characteristics of the neighbourhood where the sickness insur-
ance recipient lives. The neighbourhoods (called SAMS) are small, corre-
sponding to several urban blocks or small portions of the countryside. The 
median number of inhabitants aged 16-64 in each neighbourhood is 398, with 
the mean being 586. Neighbourhood characteristics included are average an-
nual earnings, share of inhabitants with a post-secondary education and the 
immigrant share. These three measures are constructed based on the popula-
tion aged 30-64, not taking into account those past working age, or those who 
are likely to not have completed their education. 

3.2.6 Career-Related 
High-earning individuals are on sick leave less than their lower-earning peers. 
This could be due to better health, stronger intrinsic motivation, as well as 
lower income replacement rates, as is the case for individuals with earnings in 
excess of the replacement cap (Barmby et al., 2002).3 These effects are cap-
tured by an annual labour income variable. A related concept is the worker’s 
income rank at his or her workplace. The rank is measured in relative terms, 
with 0 representing the worker who earns least and 1 the worker who earns 
most regardless of workplace size. This measure also captures key worker ef-

                               
3 The annual earnings level of 2.6 percent of the individuals involved in the experiment was 
such that their replacement rates were lower than the otherwise stipulated 90 percent. At least 
some of these workers were however likely to be (partly) reimbursed for this loss by additional 
union-negotiated sickness insurance. For evidence on sickness absence being affected by re-
placement rates in the Swedish setting, see Johansson and Palme (2005). 
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fects, which imply that workers who are more important for workplace func-
tioning are less likely to make use of the sickness insurance. This could be 
because they continue working even when their health status is bad, or because 
individuals with better average health select into such roles (Hensvik and 
Rosenqvist, 2019). Workplace tenure has been identified as a correlate of sick-
ness absence in the literature, with tendencies for high-tenured workers to take 
out more sick leave than lower-tenured ones (Barmby et al., 2002). Tenure is 
also correlated with job security, which has been suggested to increase sick-
ness absence (Bratberg and Monstad, 2015). The tenure measure goes from 0 
to 3 years and is censored at the top because matched employer-employee data 
only become available from 1985 onwards.  

3.2.7 Workplace-Related 
Different sectors of the economy have traditionally experienced different sick 
leave rates (Barmby et al., 2002). This could be due to intrinsic differences in 
workforce characteristics, such as gender and age composition, differences in 
work environment quality, which cause ill health among the employees, or 
because some sectors are more permissive of overuse of sickness absence. The 
public sector has seen higher sickness absence rates than the private sector in 
many countries (Frick and Malo, 2008); for this reason, a local government 
sector dummy is included in the analysis, with the private sector being the 
baseline. This dummy takes on the value one for individuals employed at the 
municipality or county level. In 1988, the Swedish local government sector 
included healthcare, elderly care, municipal services and administrative staff. 
As central government employees were excluded from the randomisation, 
they are dropped from this study.  

Differences between sectors are further captured by nine broad industry 
dummies: primary, manufacturing, construction, utilities, wholesale and re-
tail, business services, health, education and public administration. 

The number of workers at an establishment has been suggested to affect 
sick leave uptake. This could be both because large workplaces are worse for 
employees’ health and because the importance of a single individual decreases 
with workplace size, meaning that costs of unnecessary absence spells are 
lower (Winkelmann, 1999, Lindgren 2012). 

Finally, I include a dummy for whether an individual commutes to another 
municipality for work. This is to capture higher costs of getting to work, which 
might induce individuals to stay at home (van Ommeren and Gutiérrez-i-
Puigarnau, 2011). 

3.2.8 Peer Effects 
I consider two kinds of peer effects. The first is the behaviour of colleagues at 
the individual’s place of work. This is measured as the leave-one-out average 
number of sickness absence days per worker at the workplace between Janu-
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ary 1987 and June 1988. The second peer effect relates to the sick leave be-
haviour of neighbours, and is computed as the leave-one-out average number 
of sickness absence days among employed individuals in the neighbourhood 
between January 1987 and June 1988. This measure is based on those aged 
30-64 to be in line with the other neighbourhood measures. 

3.2.9 Other Variables 
The population density of the municipality where the individual resides is in-
tended to capture any differences between areas with different levels of urban-
isation. Relative sick leave uptake between urban and rural areas in Sweden 
has varied over time and even reversed. Another reason for including popula-
tion density is that it captures some of the differences in travel distance to the 
nearest medical facility, which can be large in rural areas. A separate dummy 
for Gothenburg is included because the intensity of monitoring was pushed in 
different directions in Gothenburg and in Jämtland. It is not clear that the ef-
fects of a reduction in monitoring intensity should be the same as the effects 
of a corresponding increase in monitoring intensity. However, the two 
measures are highly correlated, as Gothenburg had a much higher population 
density (963 people/km2) than any municipality in Jämtland (at most 26 peo-
ple/km2). Combined with the fact that 79 percent of the affected workers lived 
in Gothenburg, this means that the two characteristics are difficult to disen-
tangle and their effects are considered in combination. 

4. Empirical Approach 
If experimental randomisation holds, the average effect of reduced monitoring 
for all workers can be estimated by a simple regression of absence duration on 
treatment. The goal of this paper is to go beyond this by estimating the effects 
of monitoring on the sickness absence behaviour of different groups of work-
ers, as characterised by their attributes ࢞. Two approaches are traditionally 
employed for such heterogeneity analysis. The first relies on splitting the sam-
ple of workers at a threshold value  ̿ݔ of a characteristic ݔ that is of interest 
and comparing differences between treated and controls on either side of the 
threshold. Alternatively, matching compares the outcome of a treated worker 
to outcomes of control workers based on their characteristics and a kernel 
which determines which control(s) the treated worker is compared to. 

The causal forest instead relies on the output of a large number of causal 
tree algorithms, developed by Athey and Imbens (2016). Each of the causal 
trees splits the sample of workers into two groups based in turn on all the 
possible threshold levels ̿ݔ of each of the analysed characteristics ݔ. For every 
one of these potentially very many splits, the algorithm computes treatment 
effects within the two resulting worker groups. The split that yields the largest 
difference in estimated treatment effects is chosen. The two resulting groups 
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of workers are recursively split again according to the same criterion. The 
workers are thus sorted, based on ࢞, into “leaves” with similar estimated treat-
ment effects.  

While a single causal tree finds the best fit for treatment effect heterogene-
ity among the sample considered, the estimates of single trees can be non-
robust, and their standard errors are difficult to estimate. For this reason, a 
causal forest (Athey et al., 2019), which is a large collection of causal trees, is 
estimated instead. Each of the trees is estimated on a random subsample of the 
workers, meaning that they will not be identical to each other. The causal for-
est thus reveals relationships that hold consistently across random subsamples 
of workers. The causal forest’s output consists of treatment effect estimates 
for each worker based on that worker’s combination of characteristics ࢞. The 
causal forest can be seen as providing a highly flexible matching kernel that 
is determined by how often a worker appears in the same leaf of a tree as 
workers with characteristics ࢞.  

One key advantage of causal forests relative to traditional sample splitting 
approaches is the data-driven way in which characteristics and thresholds are 
selected. A horserace is run between many different candidate splits, and the 
one that can explain the largest share of treatment effect heterogeneity is cho-
sen. Unlike traditional matching, the causal forest determines both what size 
the relevant kernel should be, and consequently how many nearest neighbours 
should be included, in a data-driven way. This leaves little room for the po-
tentially arbitrary choices that researchers might otherwise make when choos-
ing which groups to compare.  

If traditional methods are used to analyse many different splits of the data, 
they are likely to find spurious heterogeneity in treatment effects due to mul-
tiple hypothesis testing issues. The causal forest uses several measures to min-
imise this problem. When estimating treatment effects for a worker, only those 
of the forest’s trees into which the worker was not sampled are used. This 
avoids fitting the estimates to the worker’s own outcome. Also, in each tree, 
half of the selected workers are used for determining how to split the data and 
the other half are used when estimating effects later. This further reduces the 
risk of making predictions based on idiosyncratic patterns in the data. 

Compared to other approaches, the causal forest can be more flexible in 
capturing nonlinear effects of the characteristics ࢞, as well as (potentially 
complex) interactions between these. This is because of its nonparametric na-
ture, which can be thought of as fitting a step function instead of a standard 
regression. The causal forest as implemented in this paper has been shown to 
perform competitively compared to other machine learning methods by Knaus 
et al. (2021). 
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4.1 Methodological Details 
If one considers the whole set of workers ॺ, the average treatment effect ߬ can 
be estimated by applying the following simple regression model:  
௜ݕ  = ߙ + ߬ ௪ܹ +   ௜ߝ

Where ݕ௜ indexes the duration of sickness absence spell ݅, ௪ܹ ∈ {1,0} is the 
treatment status of the worker ݓ, and unconfoundedness, ߝ)ܧ௜| ௪ܹ) = 0, is 
assumed to hold due to experimental randomisation. 

Within the potential outcomes framework, each absence spell ݅ can be 
thought of as having two durations depending on the worker’s treatment sta-
tus, ݕ௜| ௪ܹ = 1 and ݕ௜| ௪ܹ = 0, written as ݕ௜ଵ and ݕ௜଴ for simplicity. Ideally, 
one would want to estimate treatment effects ߬௪ = (௜ଵݕ)ܧ −  for each (௜଴ݕ)ܧ
worker in the sample. However, this is unfeasible, as only one set of ݕ௜ଵ and ݕ௜଴ are observed for any individual. It is nevertheless possible to estimate het-
erogeneous treatment effects ߬௫ for worker subpopulations based on their 
characteristics ࢞௪: 
 ߬௫ = ,௪࢞|௜ݕ)ܧ ௪ܹ = 1) − ,௪࢞|௜ݕ)ܧ ௪ܹ = 0)  

Two assumptions are required for estimation: 

(A1) Unconfoundedness, ௪ܹ|࢞௪ ⊥ ,௜ଵݕ}  {௜଴ݕ

(A2) Overlap, 1 > ߦ ≥ Pr( ௪ܹ = (௪࢞|ݓ ≥ ߦ > 0, ,௪࢞ ∀ ௪ܹ ∈ {1,0}   
The unconfoundedness assumption (A1) requires that treatment assignment of 
workers is unrelated to potential outcomes, conditional on covariates ࢞௪. The 
overlap assumption (A2) requires that there is no combination of characteris-
tics ࢞௪ among workers in the treated or control groups for which there is no 
corresponding subpopulation in the other group.4 If this would be the case, the 
causal forest would effectively be extrapolating treatment effects for this sub-
population. 

Before applying forest estimation, I split the population of workers who 
had registered sickness spells in the second half of 1988 into a training set 
containing the absence spells of 80 percent of workers and a test set containing 
the absence spells of the remaining 20 percent. All estimation is done on the 
training set, with the held-out test set used for validating the predictions.  

4.1.1 Tree Algorithms 
Forest estimation relies on constructing a large number of recursive tree algo-
rithms. Regression trees (Breiman et al, 1984) divide individuals into groups 
with similar values of an outcome y, while causal trees (Athey and Imbens, 
2016) divide individuals into groups with similar treatment effects τ. In both 

                               
4 Indeed, the probability of treatment conditional on ࢞௪ must be bounded away from zero and 
one by a positive ߦ. 
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cases, the divisions are based on a vector of individual characteristics x. A tree 
is grown as follows: 

1. The set of workers is randomly divided into two halves, which con-
stitute the splitting and estimation subsamples. The trees are grown 
using only the workers in the splitting subsample; the estimation sub-
sample is used to populate the leaves of the tree after the splits have 
been made, and for calculating estimates. This is required for a prop-
erty known as honesty, which ensures consistency and asymptotic 
normality of the forest estimates (Athey et al., 2019).  

2. Consider the full set of sickness absence spells in the splitting sample. 
This forms the parent node ॺ௉. 

a. ॺ௉ is split into child nodes ॺ௅ and ॺோ in turn at every possible 
threshold value of each included worker characteristic ݔ. The 
number of possible threshold values can be large for variables 
such as annual earnings, or just one for a binary variable such 
as gender. 

b. The criterion of interest is evaluated for each possible parti-
tion into ॺ௅ and ॺோ. In the case of regression trees, it is heter-
ogeneity with regard to an outcome ݕ, while in the case of 
causal trees, it is heterogeneity with regard to estimated treat-
ment effects ߬. The partition which maximises the criterion is 
selected. 

c. Steps a-b are repeated, with ॺ௅ and ॺோ each being considered 
as parent nodes. Splitting continues until the gains of further 
splits are lower than a tolerance threshold. The final cells into 
which individuals are divided are called leaves.  

4.1.2 Robinson’s Transformation 
Before predicting treatment effects using the causal forest, the treatment status ௪ܹ and duration of absence ݕ௪ are made orthogonal to the vector of observed 
worker characteristics ࢞௪. This is known as Robinson’s transformation and 
makes the causal forest an efficient R-learner (Nie and Wager, 2019). Two 
separate regression forests (Breiman, 2001) are constructed to estimate the 
conditional propensity score  ݁̂௫ = ௪ܹ|࢞௪ and marginal response function ෝ݉௫ =  ௪. 5 These are based on regression trees, which divide workers into࢞|௜ݕ
leaves with similar values of treatment status ܹ and spell duration ݕ based on 
covariates ࢞.  

                               
5 Strictly speaking, if experimental randomization holds, estimating conditional propensity 
scores ݁̂௫ = ௪ܹ|ݔ௪ is unnecessary, as then ݁̂௫ = ݁ =  However, to be more .࢞ ∀ 0.49
conservative, and to avoid some minor balancing issues as discussed in Section 5, I estimate ݁̂௫ 
using a prediction forest. This estimation provides little gain compared to the naïve model of 
perfect randomisation. 
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Each tree is estimated on subsamples of the training data, drawn randomly 
without replacement; half of training set workers are drawn for each tree. 
These are then divided in half into splitting and estimation subsamples to en-
sure honesty, as explained above. 

The regression trees maximise the following criterion when dividing the 
splitting sample: ௅ܰ ோܰ௉ܰ ௅̅ݖ) − , ோ̅)ଶݖ ݖ ∈ {ܹ,  (1) {ݕ

where ௉ܰ is the number of sickness absence spells in the parent node, and ௅ܰ 
and ோܰ are the number of spells in the two child nodes. The criterion aims to 
split workers into groups with as different  ഥܹ  and  ݕത as possible.6 Note that 
more even splits are implicitly favoured over less even ones, as indicated by 
the multiplication term ேಽேೃேು . Each leaf produced by the tree is populated by 
estimation sample workers; these workers’ values of ܹ and ݕ are used for 
making predictions in the next step. If the number of trees is large, each worker 
will be in the estimation sample in about a quarter of cases. 

When assessing ݁̂௫ and ෝ݉௫ at a combination of covariates ࢞, the forest 
“pushes” ࢞ down each tree to determine the leaf where it ends up. Each worker ݓ is given a weight depending on how often he or she is present in the leaves 
where ࢞ ends up in.7 This is analogous to nearest-neighbour matching, but 
with the kernels defined adaptively in a data-driven way. In a forest of ܤ trees, 
with the number of workers in the appropriate leaf of each tree given by ௟್ܰ, 
a worker’s weight ߙ௪ is given by:  
௪ߙ  = ܤ1 ෍ ૤{ݓ ∈ ݈௕}௟್ܰ

஻
௕ୀଵ  (2) 

The estimated values of ݁̂௫ and ෝ݉௫ for a given combination of covariates ࢞ 
are then calculated as: 
 ݁̂௫ = 1ܰ ෍ ௪ߙ ௪ܹே

௜ୀଵ   and   ෝ݉௫ = 1ܰ ෍ ௜ேݕ௪ߙ
௜ୀଵ  (3) 

In this way, predictions can be obtained for each worker’s values of ࢞. Note 
that to receive valid predictions, only the trees where the worker was not sam-
pled into either the splitting or the estimation subsamples can be used (out-of-
bag estimation). This means that when predicting for a training set worker, the 
output of only about half of the trees is used in practice. The estimates are 
used to orthogonalise treatment status and duration of absence with regard to 
                               
6 Technically, the forest operates on absence spells rather than workers. However, as all covari-
ates ࢞ are constant across spells for the same worker, all of a worker’s spells must end up on 
the same side of a partition.  
7 The worker must have been randomised into the estimation sample of that tree; otherwise, the 
worker’s weight is zero for that tree, even if his or her covariates are such that he or she would 
end up in the same leaf as ࢞. 
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the vector of covariates to obtain ෩ܹ௪ = ௪ܹ − ݁̂௫ and  ݕ෤௜ = ௜ݕ − ෝ݉௫. These 
are then used to grow the causal forest in the next stage. 

4.1.3 Causal Forest 
The causal forest’s objective differs from that of the regression forests, as it 
aims to estimate conditional average treatment effects ߬௫ rather than to predict 
the value of an outcome variable. The trees thus divide the set of sickness 
absence spells into leaves where the workers have similar responsiveness to 
monitoring. Otherwise, the procedure is similar in the respect that half of the 
workers are sampled without replacement for each tree, and the sampled group 
is divided into splitting and estimation subgroups. The splitting subgroup is 
once again used for determining which splits the tree makes, and the estima-
tion subgroup is used for populating the leaves. 

The splits are made based on the covariate and threshold value that max-
imise an approximation of the following criterion:  
 ௅ܰ ோܰ௉ܰଶ (߬̂௅ − ߬̂ோ)ଶ, ߬̂ௌ = ∑ ∑෤௜ ෩ܹ௪௜∈ௌݕ ෩ܹ௪ଶ௜∈ௌ  , ܵ ∈ ,ܮ} ܴ} (4) 

Note that this criterion aims to maximise the difference in treatment effects 
across the child nodes ܮ and ܴ. There is also an implicit penalty for uneven 
splits, as in the regression forest criterion.8 Only a random subset of the worker 
characteristics ࢞ is considered when making each split of the workers into ॺ௅ 
and ॺோ; this speeds up estimation, but also introduces additional randomness 
into tree construction.  

The trees continue splitting until reaching a tolerance threshold. The leaves 
that this provides are populated by estimation sample workers, whose values 
of  ݕ෤௜ and  ෩ܹ௪ are used for estimating treatment effects. Optimally, causal 
forests are estimated using as many trees as there are observations in the sam-
ple. However, due to computational limitations, all estimates shown are based 
on a forest of 5000 trees. 

When evaluating ߬௫ at a combination of covariates ࢞, the causal forest op-
erates analogously to the regression forest, and “pushes” this combination 
down its trees to find which leaf it ends up in. Workers are provided weights ߙ௪, the value of which depends on how often the worker is found in the leaf 
which contains ࢞. The causal forest’s estimate of the treatment effect at a par-
ticular ࢞ is given by: 
 ߬̂௫ = ∑ ෤௜ݕ௪ߙ ෩ܹ௪ே௜ୀଵ∑ ௪ߙ ෩ܹ௪ଶே௜ୀଵ  (5) 

                               
8 Additionally, there is an explicit limit on how uneven splits are allowed to be. At least five 
percent of workers in ௉ܰ must go into either of ௅ܰ and ோܰ, with more uneven splits not being 
considered. 
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Estimates for the training sample workers are once again out-of-bag, mak-
ing use only of those trees where the worker was not included in the splitting 
or estimation samples. For out-of-sample prediction, as in the case of the test 
sample workers, the full ensemble of trees is used. 

The data contain natural clusters in the form of sickness spells taken out by 
the same worker. To account for this structure, worker-level clusters rather 
than single spells are drawn when selecting the random subsample used for 
each tree and when splitting into training and estimation subsamples accord-
ing to the honesty procedure. Furthermore, worker clusters are reweighted 
when estimating ߬̂௫ so that workers who have had different numbers of sick-
ness spells during the experiment get equal weight. Standard errors of the pre-
dicted ߬̂௫ are cluster-robust. 

5. Randomisation and Balancing 

5.1 Experimental Population and Validity of Randomisation 
While date of birth considered over the entire year is correlated with many 
important characteristics and outcomes (see e.g. Bedard and Dhuey, 2006), 
having an odd or even date of birth should be random, as parents are unlikely 
to be able to determine exact birth timing.9 As Swedish social insurance num-
bers, used for reporting sick leave, include the birth date, manipulations in 
response to the experiment would have been prohibitively costly. The lack of 
differences in the behaviour of sickness insurance recipients born on different 
dates in the second half of 1987 (the part of the year corresponding to the 1988 
experiment) is confirmed by the graphs in Figure 1. The left panel plots the 
survival curve, identifying the share of sickness spells still ongoing after a 
certain number of days had elapsed since they began. Most sickness spells are 
short, with some 80 percent being over within a week. Importantly, there are 
no visually discernible differences between workers born on odd and even 
dates. A fairly sharp drop in the survival rate is evident after seven days of 
absence, when workers in Gothenburg (79 percent of the sample) were re-
quired to provide medical certificates. There is a smaller drop at 14 days of 
absence, when workers in Jämtland were required to provide certificates. 
These drops are confirmed by the hazard graph in the right panel of Figure 1, 
which shows the probability of a spell which has been going on for a given 
number of days ending on the next day. A sharp spike in hazard is evident 
after seven days of absence, and a smaller one after 14 days of absence. Fur-
thermore, there are smaller spikes at each multiple of seven; this is because 
                               
9 There are no laws or other policies that have a differential effect based on date of birth in 
Sweden, so incentives to manipulate the date outside of the setting of the 1988 experiment are 
lacking. 
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Swedish doctors tend to prescribe sick leave in full weeks (Riks-
försäkringsverket, 1989). The hazard graph also shows very similar behaviour 
patterns for individuals with odd and even dates of birth. 

Figure 1. Survival and hazard rates for sickness absence spells taken by workers 
born on odd and even dates in Gothenburg and Jämtland in the second half of 1987 

 
Note: Spells which began between July 1st and December 31st 1987 (pre-period). The hazard 
rate represents the probability that a worker who has been absent for a given number of days 
returns to work on the next day. 

A more formal balancing table is shown in Table A1 in the Appendix. The 
treated and control groups are very similar with regard to all the characteristics 
considered. Importantly, the maximum and minimum values of each variable 
within the two groups align closely, suggesting that the overlap assumption is 
satisfied. However, a number of differences between variable means are sta-
tistically significant, even if they are numerically small. This is driven by the 
fact that non-European immigrants, who constitute 2.8 percent of the control 
group and 2.5 percent of the treated group, are more likely to be registered as 
born on odd dates. This is due to individuals who are not certain of their exact 
birth date often being registered as born on certain days of the year (commonly 
January 1st). This difference carries over to other characteristics correlated 
with being a non-European immigrant, such as neighbourhood statistics. None 
of the differences are likely to be economically significant, however. When 
non-European immigrants are removed from the sample, only the probability 
of holding education in administration, law and social science and the proba-
bility of commuting to a different municipality are significantly different at 
the five percent level; the probability of working in the education industry is 
significantly different at the ten percent level. This is in line with what is ex-
pected when testing for differences in means of 42 variables following a suc-
cessful randomisation. 

To be eligible for the experiment, workers had to be registered at the 
Gothenburg or Jämtland local social insurance funds and not have their wages 
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and working conditions set by the central government. There is no exact in-
formation on dates when workers entered and exited central government em-
ployment, but I am nevertheless able to identify this group with a high degree 
of certainty. Individuals who were registered as central government employ-
ees in September 1988 are dropped, as are others who worked at establish-
ments where over 90 percent of employed workers were registered as central 
government employees in September 1988.10 I also exclude workers under the 
age of 18 and those with very low annual labour earnings (below 22,962 SEK). 
This leaves 77,672 workers who took out 123,429 sickness absence spells. 

A final test of the randomisation is provided by treatment propensity score 
estimates ݁̂࢞ estimated on this subset of workers. The ݁̂࢞ are estimated by the 
prediction forest that is run for orthogonalising treatment status prior to esti-
mating the causal forest. The prediction forest has many of the properties of 
the causal forest, including being very flexible with regard to functional form 
and interactions between variables when estimating ݁̂௫. The same set of vari-
ables is used for predicting propensity scores as the causal forest uses for es-
timating heterogeneous treatment effects. Figure 2 contains histograms of 
these for the treated and control workers. The average propensity score is 0.49, 
reflecting the fact that there are slightly fewer even than odd dates. Practically 
all sickness insurance recipients’ scores lie within 0.1 of the mean, and the 
distributions are very similar for both treated and controls. The prediction for-
est is thus unable to predict selection into treatment, in spite of its high degree 
of flexibility.  
  

                               
10 This second restriction is to exclude workers who are likely to have been central government 
employees for part of the experimental period, but not in September 1988. 
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Figure 2. Histogram of prediction forest treatment propensity score estimates for 
treated and controls 

 
Note: Prediction forest estimates of probability of entering treatment based on the 42 included 
worker characteristics, plotted separately for treated and controls. Smoothed density functions 
overlaid. 

5.2 Main Effect of the Experiment 
The experiment has been evaluated by both Riksförsäkringsverket (1989) and 
academic literature (Hartman et al., 2013) as having a sizeable effect on the 
duration of sickness absence spells. Hartman et al. (2013) find that the average 
duration of sickness absence spells among treated workers increased by 0.6 
days, but no evidence that the incidence of absence spells per worker re-
sponded to the experiment. In Figure 3, survival and hazard rates for sickness 
spells which began in the second half of 1988 are shown. There are striking 
differences in the behaviour of the treated and controls, which were absent in 
the pre-period (Figure 1). The survival curve for the treated is consistently 
above the one for the controls between days 6 and 14. The fact that the differ-
ence is present during the period when monitoring intensity differs points to 
the discrepancy being a result of the variation in rules. The experiment’s im-
pact is confirmed by the hazard graph, which shows large spikes in the prob-
ability of exiting sick leave at 7 days for the treated and 14 days for the con-
trols. 
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Figure 3. Survival and hazard rates for sickness absence spells taken by treated and 
controls workers in Gothenburg and Jämtland during the experiment 

 
Note: Spells which began between July 1st and December 31st 1988. The hazard rate represents 
the probability that a worker who has been absent for a given number of days returns to work 
on the next day. 

6. Results 

6.1 Size of Heterogeneity 
The distribution of estimated random forest effects is shown in Figure 4. Vir-
tually all spells are predicted to become longer if monitoring is reduced, but 
there is substantial variation around the average effect of 0.9 days.11 For the 
least sensitive decile, treatment effects are estimated to be at most 0.36 days, 
while for the most affected decile they are estimated to be 1.71 days or more. 
A corresponding histogram of treatment effects where the outcome is the 
probability of returning to work on days 8-14 is shown in Figure A1 in the 
Appendix. On average, treated workers are estimated to be 11 percentage 
points more likely to return to work in the second week of absence. This is a 
very sizeable effect, as the baseline probability for control workers is 8 per-
cent. There are also large heterogeneities across groups of workers; the effects 
on the least sensitive decile are estimated to be less than 6 percentage points, 
compared to over 19 percentage points for the most sensitive decile.  
  

                               
11 This figure is larger than the 0.5-0.7 days found by Hartman et al. (2013) because I drop 
spells shorter than four and longer than 21 days, whereas they include spells of all durations 
(censoring spells longer than 28 days). 
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Figure 4. Distribution of predicted treatment effects on sickness absence spell 
duration. 

 
Note: Frequency represents the number of sickness spells with estimated causal forest treatment 
effects that fall within each bin. 

The forest’s performance can be assessed using an omnibus best linear pre-
dictor test (Chernozhukov et al., 2020). The best linear predictor test assesses 
whether both the average treatment effect and variations around this average 
effect are predicted correctly. The test uses the output from the prediction for-
ests run for orthogonalisation before applying the causal forest, that is the spell 
durations  ݕ෤௜ = ௜ݕ − and treatment assignment ෩ܹ௪ (௪࢞|௜ݕ)෠ܧ = ௪ܹ )෠ܧ− ௪ܹ|࢞௪). The ݕ෤௜ are regressed on a function of ෩ܹ௪ and the causal forest’s 
predicted treatment effects ߬̂௫:  ݕ෤௜ = ൫߬̅ߙ ෩ܹ௪൯ + ߚ ቀ(߬̂௫ − ߬̅) ෩ܹ௪ቁ + ,௜ߝ ߬̅ = ∑ ߬̂௫௜ܰ  (6) 

Out-of-bag estimates of ݕ෤௜, ෩ܹ௜ and ߬̂௫ are used.12 The parameter ߙ estimates 
how well the forest’s average predicted treatment effect fits the data. If the 
causal forest’s out-of-bag prediction of the average treatment effect ߬̅ is cor-
rect, then ߙ = 1. The parameter ߚ measures if heterogeneity in treatment ef-
fects is adequately captured. Optimally, ߚ = 1. If ߚ < 1, there is overfitting 
by the causal forest, as predicted deviations of absence spell durations from 

                               
12 Out-of-bag prediction entails using only those trees in the causal or prediction forest where 
the particular worker was not sampled. 
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the mean are larger than the actual deviations. If ߚ > 1, the forest does not 
capture all of the heterogeneity present. For the forest here, the best linear 
predictor test results in ߙ = ܧܵ) 1.00 = 0.03) and ߚ = ܧܵ) 1.33 = 0.07). 
Both ߙ and ߚ are close to one, indicating that the estimates adequately capture 
the average effect of reduced monitoring, as well as deviations from this av-
erage in different worker groups. The null hypothesis of no heterogeneity (i.e. ߚ = 0) is strongly rejected at conventional levels of significance. 
Figure 5. Estimated treatment effects for workers within each quartile of predicted 

causal forest ߬̂௫ estimates 

 
Note: Quartiles ranked according to causal forest estimated treatment effects, with Q1 contain-
ing those estimated to be least affected and Q4 those estimated to be most affected. Treatment 
effects within each of the quartiles estimated as ߬̂ = )|ത௜ݕ  ௪ܹ = 1) − )|ത௜ݕ ௪ܹ = 0). Confidence 
intervals at the 95 percent level shown. 

A further test of the causal forest predictions is provided by splitting the data 
into groups based on the predicted ߬̂௫ and then estimating the basic model ߬̂ )|ത௜ݕ= ௪ܹ = 1) − )|ത௜ݕ ௪ܹ = 0) within each group. I subdivide the workers into 
four quartiles, with Quartile 1 containing those with the smallest predicted 
treatment effects and Quartile 4 containing those with the largest predicted 
effects. Estimates of  ߬̂ within each quartile, along with their 95 percent con-
fidence intervals, are plotted in Figure 5. As expected, treatment effects in-
crease when moving up the quartiles; in addition, treatment effects in all the 
subgroups are distinct at the 95 percent confidence level. The evidence in Fig-
ure 5 points to the effects being fairly small for the majority of the population, 
but with the group of workers in Quartile 4 increasing their absence spells by 
1.5 days or more when monitoring is reduced.  
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Figure 6. Survival graphs for absence spells among workers in the held-out test set, 
ranked by quartiles of predicted treatment effects 

 
Note: Survival rates for absence spells of the 20 percent of workers randomised into the held-
out test set. Workers divided into quartiles based on out-of-bag causal forest predictions. Quar-
tiles ranked according to size of predicted effect, with Q1 containing those estimated to be least 
affected and Q4 those estimated to be most affected. 

As a final check, I use the causal forest to predict treatment effects for workers 
in the held-out test set and divide them into quartiles based on these predic-
tions, in the same way as was done for workers in the training set. Survival 
and hazard rates by predicted treatment effect quartile for workers in the test 
set are presented in Figures 6 and 7 respectively. The graphs confirm that the 
causal forest has been able to identify workers with different responsiveness 
to monitoring. The survival curves for treated and control workers in Quartile 
1 align fairly closely. A gap between the two groups appears immediately after 
day 7, but, crucially, it closes completely already before day 14. The maxi-
mum difference in the shares of treated and controls still absent from work, 
on day 8, is 0.12. The gap between treated and controls becomes wider when 
moving up the predicted treatment effect quartiles. For workers in Quartile 4, 
a gap opens up already after day 5, and does not close until day 15. The max-
imum difference between shares of treated and controls absent from work is 
0.29, on day 8. 
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Figure 7. Hazard graphs for absence spells among workers in the held-out test set, 
ranked by quartiles of predicted treatment effects. 

 
Note: Hazard rates for absence spells of the 20 percent of workers randomised into the held-out 
test set. Workers divided into quartiles based on out-of-bag causal forest predictions. Quartiles 
ranked according to size of predicted effect, with Q1 containing those estimated to be least 
affected and Q4 those estimated to be most affected. The hazard rate represents the probability 
that a worker who has been absent for a given number of days returns to work on the next day. 

The large spikes in hazard rates on days 7 and 14 for workers in the higher 
quartiles, as shown in Figure 7, are further evidence of behaviour indeed being 
driven by sensitivity to monitoring. Treated workers in Quartile 1 have a 45 
percent hazard rate on day 7, while control workers have a 48 percent hazard 
rate on day 14. For workers in Quartile 4, the corresponding rates are higher, 
with 53 percent of controls who are absent on day 7 going back to work on 
day 8 and 73 percent of treated who are absent on day 14 going back to work 
on day 15. 

6.2 Heterogeneity Drivers 
While the ability to predict which workers are likely to change their behaviour 
when monitoring is relaxed is of high policy relevance, it is also necessary to 
know which individual characteristics drive these predictions. This is espe-
cially so because policymakers are unlikely to have information about all the 
characteristics used for training the causal forest in this paper, as well as some 
characteristics being unfeasible to use for moral or legal reasons. One intuitive 
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way of measuring characteristic importance is by assessing how often the trees 
in the causal forest split on a characteristic. More important characteristics are 
also more likely to be selected in earlier stages of the tree-growing process.  

Such an importance measure is presented in Figure 8. The bars represent 
the share of splits on each characteristic among splits made by the causal for-
ests’ trees, with only the first four rounds of splitting being considered (max-
imum depth of 4). Each split is weighted by the depth at which it is made, 
meaning that a split at depth ݀ is given 0.5 the weight of one at ݀ − 1. Ac-
cording to this metric, the most important variable for treatment effect heter-
ogeneity is the number of days of sick leave in the previous 1.5 years. Other 
important characteristics are gender, education level, size of establishment and 
annual earnings. The causal forest almost never split on a number of other 
variables, such as working in the primary industry, receiving education in 
teaching, working in the education industry and residing in Gothenburg. The 
lack of importance assigned to the Gothenburg dummy is interesting, as it is 
suggestive of the experimental effects working in a similar manner irrespec-
tive of whether the rules were tightened or relaxed. Many of the features which 
have to do with peer effects are assigned some importance, which suggests 
that there might be some imitation of colleagues’ and neighbours’ behaviour 
and attitudes. Results corresponding to Figure 8 when the outcome is the prob-
ability of returning to work on days 8-14 are presented in Figure A2 in the 
Appendix. Qualitatively, the same characteristics are identified as important; 
however the importance of gender is almost as great as that of sick leave for 
the probability outcome. 
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Figure 8. Importance of worker characteristics for heterogeneity, based on the 
number of times the causal forest’s trees split on the characteristic 

 
Note: Importance is measured as share of splits at maximum depth of 4 within the trees. Splits 
at lower depth ݀ given two times the weight of those at ݀ + 1. Total importance sums to 1. 

Another way of measuring the contribution of different characteristics is by 
evaluating the partial dependence function, that is the mean of causal forest 
predictions when the value of one of the ݔ௞ is changed to some ̿ݔ over the 
distribution of the other ି࢞௞. The partial dependence function  መ݂࢞షೖ,   ௫ೖୀ௫̿ =
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షೖ,   ௫ೖୀ௫̿൯࢞షೖ൫߬̂࢞ܧ  = ׬ షೖ,   ௫ೖୀ௫̿࢞̂߬ dॲ࢞షೖ is estimated on the training dataset 
as:  መ݂࢞షೖ,   ௫ೖୀ௫̿ = ∑ షೖ,ೢ ,   ௫ೖୀ௫̿ே௜ୀଵ࢞షೖୀ࢞̂߬ ܰ  

௞ି࢞ (7) = -௞,௪ indicates that the other characteristics are held at their true valି࢞
ues for the worker ݓ. The empirically observed distribution of the ି࢞௞ thus 
serves as an approximation of the population distribution. 

Partial dependence plots for all included worker characteristics are pro-
vided in the Appendix. For the variables which are continuous and take on 
many values in the dataset, መ݂࢞షೖ,   ௫ೖୀ௫̿ is estimated at ̿ݔ equal to their values 
at each decile and is plotted in Figure A3. For binary covariates, መ݂࢞షೖ,   ௫ೖୀ௫̿ is 
evaluated at the values 0 and 1, and is plotted in Figure A4. As only 6.7 percent 
of workers have spent any days in hospital during the pre-period, the effect of 
that characteristic is evaluated at 0 and 9 days (the mean among those with 
any hospitalisations) and is shown together with the binary characteristics in 
Figure A4. Partial dependence plots for ordinal or discrete covariates, evalu-
ated at each of their levels, are presented in Figure A5. The figure also contains 
the plot for municipal population density (ordered from lowest to highest 
among the nine municipalities included in the experiment). 

The plots in Figures A3-A5 are reassuring as causal forest estimates vary 
more with variables on which the causal forest has often split. The highest and 
lowest mean predictions, 0.77 and 1.16, are obtained when the days of previ-
ous sick leave are set to their 1st and 9th decile levels of 2 and 117, respectively. 
Other variables which the forest has often used for splitting, such as gender, 
education level, annual earnings, as well as number of workers and average 
sick leave at the worker’s establishment also affect መ݂࢞షೖ,   ௫ೖୀ௫̿. 

As both variable importance metrics draw attention to the sick leave history 
variable, I plot the full distribution of causal forest estimates of ߬̂௫ when it is 
reassigned in Figure 9. Days of sick leave in previous periods are set to the 
values 2 and 117, the levels at the 1st and 9th decile levels respectively. If all 
workers behaved as if they had high pre-period sick leave, the average ߬̂௫ 
would increase by 0.22 days to 1.16, as shown in the left panel. The entire 
distribution of ߬ ̂௫ would shift to the right. The opposite holds when all workers 
are re-assigned to have low pre-period sick leave in the right panel; the aver-
age ߬ ̂௫ falls by 0.17 days and the entire upper tail of the distribution disappears, 
as practically no workers are estimated to have ߬̂௫ in excess of 1.5. Im-
portantly, even if all workers had low pre-period sick leave, almost none of 
them are estimated to reduce duration of sickness absence spells when moni-
toring is reduced. This showcases a key advantage of the causal forest relative 
to linear models, which are likely to make predictions that are theoretically 
unreasonable when parameters are changed. 

It is important to note that setting a characteristic ݔ௞ to a value ̿ݔ while the 
other variables are held at their empirical values might be problematic. Some 
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of the ି࢞௞ might covary in a natural way with ݔ௞. For example, neighbour-
hoods with high average earnings also tend to have high shares of highly ed-
ucated individuals. For this reason, I vary groups of interrelated variables at 
the same time and evaluate how the entire distribution of predicted ߬ ௫ changes 
in response. This exercise is guided by the importance results presented in 
Figure 8 and Figures A4-A5. Four groups of variables are considered: educa-
tion and annual earnings; gender; neighbourhood earnings, immigrant share, 
share with post-secondary education and average days of sick leave; and 
workplace size and average sickness absence in previous periods. The results 
are shown in Figure 10. 

Figure 9. Treatment effect estimates when all workers are assigned to have 117 
days of previous sick leave (90th percentile) and 2 days of previous sick leave (10th 

percentile) 

 
Note: Bars represent percentage of spells falling into each treatment effect bin. All worker char-
acteristics except sick leave history held at their empirical values. 

The upper left hand panel presents how ߬̂௫ estimates change when socioeco-
nomic status is varied. The green line shows the distribution of estimated ef-
fects if all workers behaved as if they had earnings of 145,953 SEK (the 90th 
percentile level) and some college education. Only 10 percent of workers are 
estimated to have ߬̂௫ in excess of 1.27 days, compared to 19 percent of the ߬̂௫ 
if workers are assigned their actual earnings and education. The distribution 
of predicted treatment effects if all workers behaved as if they had annual 
earnings of 44,311 SEK (the 10th percentile level), as well as less than nine 
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years of education, is given by the red line. Only 10 percent of treatment ef-
fects are smaller than 0.78 days, compared to 38 percent if workers have their 
observed earnings and education. 

Figure 10. Cumulative distribution of treatment effect estimates if workers would 
behave as if they had different socioeconomic status, gender, neighbourhood 

characteristics and workplace characteristics. 

 
Note: Education & earnings: All workers assigned to have annual earnings of 145,953 SEK 
and some college education (high socioeconomic status); annual earnings of 44,311 SEK and 
less than compulsory education (low socioeconomic status). Gender: All workers assigned as 
men and women. Neighbourhood: Average earnings at 152,113 SEK, share highly educated at 
38.6 percent, average sick days 11.1, immigrant share 3.7 percent (low-response neighbour-
hoods); Average earnings at 106,901 SEK, share highly educated at 4.6 percent, average sick 
days 33.4, immigrant share 43.8 percent (high-response neighbourhoods). Workplace: Number 
of workers at workplace 11, days of sickness absence at workplace 5.5 (low-response work-
places); number of workers at workplace 10726, days of sickness absence at workplace 18.1 
(high-response workplaces). 

The green and red lines in the top right panel of Figure 10 show the cumulative 
distribution function of predicted ߬̂௫ if all the workers in the sample had be-
haved as if they were women and men respectively. The differences are size-
able, but somewhat smaller than for the other variable groups. Larger effects 
can be seen when neighbourhood variables are varied in the bottom left panel. 
The green line shows the distribution if neighbourhood earnings and share of 
highly educated are set to their 90th percentile values (152,113 SEK and 38.6 
percent) and average days of sick leave and immigrant share are set to their 
10th percentile values (11.1 and 3.7 percent). The red line illustrates the case 
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when earnings and share highly educated are set to their 10th percentile values 
(106,901 SEK and 4.6 percent) and average sick leave and immigrant share to 
their 90th percentile values (33.4 and 43.8 percent). Effects are sizeable, espe-
cially when all workers are re-assigned to live in neighbourhoods high on the 
socioeconomic scale. Finally, the bottom right panel plots the cumulative dis-
tribution function when establishment size is set to be small (11 workers) and 
establishment sick leave to be low (5.5 days/worker) in comparison to when 
the establishment size is set to be large (10,726 workers) and sick leave to be 
high (18.1 days/worker). Effects are smaller than when the other variables are 
varied, but the ߬̂௫ distribution clearly shifts to the right if workers are re-coded 
to be at large establishments with high sick leave. 

6.3 Characterising Workers Who Are Sensitive to Monitoring 
To characterise workers who are sensitive and non-sensitive more fully, I once 
again divide the sample into four quartiles, where Quartile 1 contains those 
with the smallest ߬̂௫ and Quartile 4 contains those with the largest ߬̂௫. Average 
values of each characteristic among workers in each of the quartiles are shown 
Table 1, with the ordering of characteristics guided by the importance measure 
in Figure 8. Variables identified as important vary in a systematic way across 
quartiles, suggesting that key relationships in the data have been correctly 
identified. Several points stand out. Firstly, workers in the more affected quar-
tiles have taken out substantially more sick leave in previous periods than 
workers in the less affected quartiles. On average, workers in Quartile 4 have 
taken out 87 days of sick leave over the previous 1.5 years, compared to 23 
days for workers in Quartile 1. Secondly, the most responsive workers are 
characterised by having low socioeconomic status. They are less educated, 
have lower earnings and are more likely to be immigrants than workers in the 
other quartiles. This pattern is also found in the characteristics of the neigh-
bourhoods where they live, which are characterised by low earnings and edu-
cation and high immigrant shares and sick leave uptake. The correlation be-
tween high neighbourhood sick leave uptake and high responsiveness to mon-
itoring suggests that peer effects might come into play, as does the apparent 
connection with colleagues’ sickness absence. While it is well-established that 
women tend to take out more sick leave than men, and that sickness absence 
is more prevalent in the public sector, the results provide no evidence that 
these predictors of sick leave uptake are correlated with responsiveness to 
monitoring. On the contrary, women constitute only 27 percent of the most 
responsive quartile, compared to 76 percent of the least responsive one.  
  



 

59 

Table 1. Averages of characteristics in each predicted treatment effect quartile.  
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Note: Quartiles ranked according to causal forest estimated treatment effects, with Q1 contain-
ing those estimated to be least affected and Q4 those estimated to be most affected. Colours are 
assigned according to how strongly the average value of the variable in the quartile deviates 
from its grand mean. 
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The corresponding figures for municipal employees are 24 and 63 percent. A 
corollary of this result is the high share of manufacturing workers, 48 percent, 
in Quartile 4. On the other hand, two other well-known predictors of sickness 
absence, establishment size and the worker’s low position within the estab-
lishment,13 are positively correlated with strong responses to monitoring.  

Defining the four quartiles based on the probability of returning to work on 
days 8-14 has little effect on which groups of workers are identified as sensi-
tive to monitoring, as shown in Table A2 in the Appendix. Individuals with 
high pre-period sick leave uptake, men, those with low earnings and educa-
tion, and those who live in socioeconomically disadvantaged neighbourhoods 
are once again overrepresented in Quartile 4. 

The high predictive power of the individual’s sick leave history on respon-
siveness to monitoring is encouraging, as this characteristic is readily availa-
ble to policymakers and its use is not counter to legal restrictions. Two other 
characteristics that are of interest for policymakers in directing monitoring ef-
forts are plant size and the average sickness absence at a plant. The relevance 
of these variables also indicates that there is a case to be made for inducing 
employers with high sick leave uptake among the workforce to provide more 
healthy working environments. 

6.4 Targeted Monitoring Policy  
The causal forest predictions of ߬̂௫ can be used for selective monitoring of 
workers. Since monitoring is costly, especially because it takes up medical 
professionals’ time, it may be beneficial to monitor workers with high ߬ ̂௫ more 
and workers with low ߬̂௫ less. I assess the gains of such a selective monitoring 
policy relative to randomising monitoring intensity as in the experiment. The 
results, based on the held-out test set of workers, are presented in Figure 11. 

The aim is to select the policy which leads to the largest reduction in sick-
ness absence for a given share ݏ of workers that is monitored at a higher in-
tensity (i.e. after 7 as opposed to 14 days). The reduction in sickness absence ܽ is in terms of the share of the total reduction that is achieved if all workers 
are monitored more intensely; monitoring all workers would reduce sickness 
absence by ܽ = 1. The blue line shows the reduction in sickness absence du-
ration if the workers in ݏ are randomly selected. It oscillates around the 45° 
line; in expectation, absence duration is reduced by a share ܽ =  ݏ Using the ߬̂௫ allows for greater efficiency. If workers are ranked according to ߬̂௫ and .ݏ
contains the ݏ × ܰ workers with the highest ߬̂௫, the reduction in absence for 
given ݏ is indicated by the red line. This lies above the blue line, showing that 
it is possible to reduce sickness absence by ܽ >  Finally, the green line is .ݏ
the corresponding performance that can be achieved if the policymaker only 

                               
13 Proxied for by the worker’s earnings rank within the establishment. 
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has information about previous days of sickness absence. In this policy, work-
ers are sorted into bins based on the number of days of sickness absence they 
took out in the past. Workers with higher past sickness absence are monitored 
first.14 Most of the gains of the full causal forest model are retained if only sick 
leave history information is used. In particular, consider the case of monitor-
ing the same share of workers as in the experiment, ݏ = 0.51. In expectation, 
randomising who gets monitored gives ܽ = 0.51.  
Figure 11. Effect in terms of reducible sickness absence duration for given share of 

workers monitored according to different monitoring policies 

 
Note: Effects of monitoring test sample workers according to different rules. Monitoring based 
on full model assumes workers are ranked based on their estimated treatment effects and those 
with higher estimated treatment effects are monitored first. Monitoring based on sick leave 
history only assumes workers are ranked based on the estimated treatment effect of their sick 
leave history bin. Workers in bins with higher estimated treatment effects are monitored first. 
Order of monitoring within a sick leave history bin is random. Pr(monitored) in experiment = 
0.51. 

However, monitoring the test set workers using the other policies can achieve 
significantly larger decreases in sickness absence. The full-information policy 
is estimated to decrease the reducible part of sickness absence by ܽ = 0.71 
when ݏ = 0.51; the policy which only uses sick leave history yields ܽ = 0.65 
for ݏ = 0.51. The full-information policy thus allows reducing monitoring for 
the same share of workers as in the experiment for a 41 percent smaller loss 

                               
14 Selection of which workers are monitored first within a bin is random. 
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in terms of extra sickness absence; the sick leave history policy still results in 
a 29 percent smaller loss. Assuming monitoring costs are constant across 
workers, the targeted policies can save the same amount of resources without 
increasing sickness absence nearly as much.  

7. Conclusion 
There is a strong case for ensuring that the sickness insurance system is fair, 
adequately compensating those who have temporarily lost the ability to work, 
while providing minimal incentives for overuse by healthy individuals. A 
common way of attaining this goal is by having qualified medical profession-
als monitor recipients. However, the opportunity cost of these professionals’ 
time is high and it is important to know where it is put to the best use. This 
paper attempts to shed light on this question by assessing which workers’ be-
haviour responded the most when medical certificate requirements were re-
laxed in a randomised experiment. 

The evidence points to substantial heterogeneity in worker responses. Sick-
ness absence spells are estimated to have been only 0.36 days longer for the 
least sensitive decile of individuals, compared to 1.71 days longer for the most 
sensitive decile. The key predictors of strong behavioural changes when mon-
itoring intensity is varied are high previous sick leave uptake, low socioeco-
nomic status and male gender. There is also evidence that colleagues’ and 
neighbours’ behaviour has an effect. A key finding is that many predictors of 
high sick leave uptake, such as female gender and working in the public sector, 
are not predictors of high sensitivity to monitoring. The existence of work-
places with high sick leave uptake and high monitoring responsiveness sug-
gests that the management at such establishments should take steps to improve 
working conditions. This is especially pertinent in light of findings that such 
measures are effective in reducing absenteeism (Huber et al., 2015). 

For policymakers, selective monitoring of sickness insurance recipients can 
be a way of reducing costs while minimising the effect on sickness absence 
uptake. Back-of-the-envelope calculations suggest that monitoring could be 
reduced by the same amount as in the experiment, but causing only 59 percent 
of the increase in sickness absence if efforts are targeted using all the charac-
teristics included in this study, or 71 percent of the increase if only sick leave 
history is used. 

While targeted monitoring has high potential when it comes to increasing 
efficiency, ethical concerns must also be taken into account when designing 
policy. Monitoring based on many of the worker characteristics included in 
the full causal forest model would likely be seen as discriminatory or unfair. 
In particular, it would be highly controversial to use variables such as gender, 
immigrant background, or income for monitoring purposes. A policy which 
varies monitoring intensity based only on sick leave history would thus be 
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preferable for ethical and practical reasons. Another upside of such a policy is 
that it self-regulates against overuse by individuals who have little past sick 
leave uptake. If these workers increase their sickness absence by a significant 
amount in response to the reduction in monitoring, they will eventually end 
up in the more intensely monitored group. 

Another concern to keep in mind is that not all reductions in sick leave are 
socially beneficial. If there are monetary or time costs of obtaining a medical 
certificate, workers might forgo days of absence which would have been med-
ically motivated. This might lead to both negative longer-term effects on the 
worker’s own health (see e.g. Marie and Vall Castelló, forthcoming) and to 
the infection of others at the workplace, an issue which has been prominent 
during the Covid-19 pandemic. The design of a policy which takes these 
broader issues into account is left for future research.  
  



 

65 

References 
Angelov, Nikolay, Johansson, Per, Lindahl, Erica, Lindström, Elly-Ann. (2011). 

Kvinnors och mäns sjukfrånvaro. IFAU Report 2011:2. 
Athey, Susan, and Imbens, Guido. (2016). Recursive partitioning for heterogeneous 

causal effects. Proceedings of the National Academy of Sciences, 113.27:7353-
7360. 

Athey, Susan, Tibshirani, Julie, Wager, Stefan. (2019). Generalized random forests. 
Ann. Statist. 47.2:1148 – 1178. 

Barmby, Tim A., Ercolani, Marco G., Treble, John G.. (2002). Sickness Absence: An 
International Comparison. The Economic Journal, 112:480. 

Bedard, Kelly, and Dhuey, Elizabeth. (2006). The persistence of early childhood ma-
turity: International evidence of long-run age effects. The Quarterly Journal of 
Economics 121.4: 1437-1472. 

Boeri, Tito, Di Porto, Edoardo, Naticchioni, Paolo, Scrutinio, Vincenzo. (2021). Fri-
day Morning Fever. Evidence from a Randomized Experiment on Sick Leave 
Monitoring in the Public Sector. CEPR Discussion Paper No. DP16104. 

Bratberg, Espen, and Monstad, Karin. (2015). Worried sick? Worker responses to a 
financial shock. Labour Economics, 33:111-120 

Breiman, Leo. (2001). Random forests. Mach. Learn. 45:5–32. 
Breiman, Leo, Friedman, Jerome H., Olshen, Richard. A. and Stone, C. J. (1984). 

Classification and Regression Trees. Wadsworth Advanced Books and Soft-
ware, Belmont, CA. 

Chernozhukov, Victor, Demirer, Mert, Duflo, Esther and Fernàndez-Val, Ivàn. 
(2020). Generic Machine Learning Inference on Heterogeneous Treatment Ef-
fects in Randomized Experiments, with an Application to Immunization in In-
dia. National Bureau of Economic Research, WP 24678. 

Ferman, Bruno, Torsvik, Gaute, Vaage, Kjell. (2021). Skipping the doctor: evidence 
from a case with extended self-certification of paid sick leave. J Popul Econ 
1-37. 

Försäkringskassan. (2021). Effekter som covid-19 har på sjukförsäkringen, FK 
2020/000065. 

Frick, Bernd, and Malo, Miguel Á. (2008). Labor market institutions and individual 
absenteeism in the European Union: the relative importance of sickness benefit 
systems and employment protection legislation. Industrial Relations: A Jour-
nal of Economy and Society, 47.4:505-529. 

Hartman, Laura, Hesselius, Patrik, Johansson, Per. (2013). Effects of eligibility 
screening in the sickness insurance: Evidence from a field experiment, Labour 
Economics, 20:48-56 

Henrekson, Magnus, and Persson, Mats. (2004). The effects on sick leave of changes 
in the sickness insurance system. Journal of Labor economics 22.1:87-113. 

Hensvik, Lena and Rosenqvist, Olof. (2019). Keeping the Production Line Running: 
Internal Substitution and Employee Absence, J. Human Resources 54:200-224 

Hesselius, Patrik, Nilsson, Peter J., Johansson, Per. (2009) Sick of Your Colleagues’ 
Absence?, Journal of the European Economic Association, 7.2-3. 

Hesselius, Patrik, Johansson, Per, Vikström, Johan. (2013). Social behaviour in work 
absence. The Scandinavian Journal of Economics, 115.4:995-1019. 

Huber, Martin, Lechner, Michael, Wunsch, Conny. (2015). Workplace health promo-
tion and labour market performance of employees. Journal of Health Econom-
ics, 43:170-189. 



66 

Johansson, Per, Karimi, Arizo, Nilsson, Peter J. (2019). Worker absenteeism: peer 
influences, monitoring and job flexibility. Journal of the Royal Statistical So-
ciety: Series A (Statistics in Society), 182.2:605-621. 

Johansson, Per, and Palme, Mårten. (2002). Assessing the effect of public policy on 
worker absenteeism. Journal of Human Resources, 37.2:381-409. 

Johansson, Per and Palme, Mårten. (2005). Moral hazard and sickness insurance. 
Journal of Public Economics, 89.9–10:1879-1890. 

Knaus, Michael C., Lechner, Michael, and Strittmatter, Anthony. (2021). Machine 
learning estimation of heterogeneous causal effects: Empirical Monte Carlo 
evidence. The Econometrics Journal 24.1:134-161. 

Lindbeck, Assar, Palme, Mårten, and Persson, Mats. (2016). Sickness absence and 
local benefit cultures. The Scandinavian Journal of Economics, 118.1:49-78. 

Lindgren, Karl-Oskar, Workplace size and sickness absence transitions, IFAU Work-
ing paper 2012:26. 

Marie, Olivier and Vall Castelló, Judit. (forthcoming). Sick Leave Cuts and (Un-
healthy) Returns to Work. Journal of Labor Economics. 

Nie, Xinkun, and Wager, Stefan. (2021). Quasi-oracle estimation of heterogeneous 
treatment effects. Biometrika, 108.2:299-319. 

van Ommeren, Jos N. and Gutiérrez-i-Puigarnau, Eva. (2011). Are workers with a 
long commute less productive? An empirical analysis of absenteeism, Re-
gional Science and Urban Economics, 41.1. 

OECD. (2020). Paid sick leave to protect income, health and jobs through the 
COVID-19 crisis. 

OECD. (2021). Public spending on incapacity (indicator). 
Palme, Mårten, and Persson, Mats. (2020). Sick Pay Insurance and Sickness Absence: 

Some European Cross- Country Observations and a Review of Previous Re-
search. Journal of Economic Surveys 34.1:85-108. 

Riksförsäkringsverket. (1989). Utvidgad egen sjukskrivning, AD 1989-954:01. 
SOU 1981:22, Sjukförsäkringsfrågor: Betänkande av sjukpenningkommitén. 
SOU 1991:68, Frikommunförsöket: Erfarenheter av försöksverksamheten med avsteg 

från statlig reglering m.m. 
SOU 2015:21, Mer trygghet och bättre försäkring. 
Treble, John and Barmby, Tim. (2011). Worker absenteeism and sick pay, Cambridge 

University Press, Cambridge/New York. 
Winkelmann, Rainer. (1999). Wages, firm size and absenteeism, Applied Economics 

Letters, 6:6, 337-341. 
 



 

67 

Appendix 
Table A1. Balancing table for treated and control worker characteristics 

 
Controls 

(N=99,103) 
Treated 

(N=95,276)  
 Mean Min Max Mean Min Max Diff. 
        
Age 37.634 18 64 37.578 18 64 0.056 
Female 0.498 0 1 0.496 0 1 0.002 
Native 0.870 0 1 0.874 0 1 -0.004** 
        
Immigrant:        
Nordic 0.053 0 1 0.053 0 1 0.000 
Other Europe 0.049 0 1 0.048 0 1 0.001 
Rest of World 0.028 0 1 0.025 0 1 0.003*** 
        
Married 0.531 0 1 0.531 0 1 0.000 
Divorced 0.095 0 1 0.094 0 1 0.000 
Children younger than 7 0.222 0 5 0.222 0 5 -0.000 
Children aged 7-18 0.453 0 7 0.451 0 7 0.002 
Population density in municipality 764.406 1.088 963.289 764.959 1.088 963.28

9 
-0.553 

Gothenburg 0.791 0 1 0.791 0 1 -0.001 
        
Neighbourhood:        
Average annual earnings 130112 33600 933600 130303 25500 933600 -191.76* 
Share with post-secondary educa-
tion 

0.209 0 0.800 0.210 0 0.800 -0.001* 

Average days of sick leave in pre-
vious 1.5 years 

18.588 0 318 18.521 0 185 0.067* 

Immigrant share 0.160 0 1 0.159 0 1 0.001 
        
        
Education level 3.206 0 7 3.207 0 7 -0.001 
        
Education field:        
General 0.390 0 1 0.388 0 1 0.001 
Teacher 0.032 0 1 0.032 0 1 -0.000 
Administration, law, social science 0.158 0 1 0.162 0 1 -0.004** 
Science and engineering 0.224 0 1 0.224 0 1 0.000 
Health 0.128 0 1 0.127 0 1 0.002 
Services 0.045 0 1 0.045 0 1 0.000 
        
Annual labour income 109042 22962 2299756 109087 22966 2263504 -44.086 
Commuter to another municipality 0.119 0 1 0.123 0 1 -0.004** 
Municipal sector 0.395 0 1 0.391 0 1 0.004* 
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Controls 

(N=99,103) 
Treated 

(N=95,276)  
 Mean Min Max Mean Min Max Diff. 
Industry:        
Primary 0.009 0 1 0.009 0 1 -0.000 
Manufacturing 0.225 0 1 0.224 0 1 0.001 
Construction 0.057 0 1 0.058 0 1 -0.001 
Utilities 0.073 0 1 0.073 0 1 -0.000 
Sales 0.168 0 1 0.166 0 1 0.002 
Business services 0.098 0 1 0.100 0 1 -0.002* 
Health 0.306 0 1 0.307 0 1 -0.001 
Education 0.031 0 1 0.030 0 1 0.001* 
Public administration 0.025 0 1 0.024 0 1 0.000 
        
Plant:        
Number of workers at plant 1759.6 1 38420 1766.1 1 38420 -6.471 
Earnings rank at plant 0.587 0.009 1 0.587 0.012 1 -0.000 
Tenure 1.554 0 3 1.557 0 3 -0.003 
Average days of sick leave at plant
in past 1.5 years 

10.976 0 120.500 10.945 0 176 0.031 

Share of plant employed treated 0.490 0 1 0.489 0 1 0.000 
        
Days of sick leave in past 1.5 years 37.903 0 1256 38.281 0 1162 -0.378 
Days in hospital in past 1.5 years 0.542 0 376 0.564 0 414 -0.022 
Number of short spells in past 1.5
years 

3.019 0 58 2.984 0 36 0.036** 

Note: Statistics for treated and control workers who fulfil the restrictions on being included in 
the main analysis, that is are aged 18-64, have annual earnings at least three times a “minimum” 
monthly wage (defined as the tenth percentile among blue-collar workers) and do not work for 
the central government. Workers who did not have any sickness absence spells during the ex-
perimental period are included. 
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Figure A1. The distribution of predicted treatment effects on the probability of a 
sickness absence spell ending on days 8-14. 

 
Note: Frequency represents the number of sickness spells with estimated causal forest treatment 
effects that fall within each bin. 

Figure A2. Importance of each of the characteristics considered for determining 
heterogeneity in probability of returning to work on days 8-14. 

 
Note: Importance is measured as share of splits at maximum depth of 4 within the trees. Splits 
at lower depth ݀ given 0.5 the weight of those at ݀ + 1. Total importance sums to 1. 
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Figure A3. Partial dependence plots for the continuous covariates. 

 
Note: Increase in spell duration in days (y-axis) evaluated when the covariate takes on the value 
0 or 1 (x-axis). For days in hospital, increase in spell duration evaluated at 0 and at 9 (the aver-
age number of days among those with any previous hospitalisation). This is because only 6.8 
percent of the sample have spent any number of days in hospital. 
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Figure A4. Partial dependence plots for the categorical or discrete covariates. 

 
Note: Increase in spell duration in days (y-axis) evaluated when the covariate takes on its dif-
ferent possible values (x-axis). Individuals with >2 pre-school age children and >3 school age 
children present in the data, but effects not evaluated due to their small proportion. For popula-
tion density, each category represents the density in one municipality, ordered from least 
densely populated to most densely populated. 
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Table A2. Averages of characteristics in each predicted treatment effect quartile 
when the outcome is probability of returning to work on days 8-14. 
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Note: Quartiles ranked according to causal forest estimated treatment effects, with Q1 contain-
ing those estimated to be least affected and Q4 those estimated to be most affected. Colours are 
assigned according to how strongly the average value of the variable in the quartile deviates 
from its grand mean. 
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1. Introduction 
Over the last several decades, automation of tasks that had previously required 
human labour has taken place at a rapid pace. While this has led to increased 
labour productivity (Graetz and Michaels, 2018), concerns as to the effects of 
labour-replacing technology on worker welfare and income inequality have 
been raised both within academia and in the broader public debate (Acemoglu 
and Autor, 2011). The consensus in the literature is that automation has indeed 
been a contributing factor to increased income inequality in developed coun-
tries in recent decades, with the main effect operating through its impact on 
the occupational distribution of the workforce. Machines have tended to re-
place workers in middle-skill, middle-wage manufacturing and clerical occu-
pations, while complementing labour in high-skilled managerial and profes-
sional positions. The share of employment in low-wage service jobs, which 
have been relatively unaffected by automation, has also increased. Overall, 
this has led to the workforce being increasingly polarised in terms of occupa-
tional skills and wages (Autor, et al., 2003; Goos et al., 2016). The reduction 
in routine employment has likely involved a large number of involuntary job 
separations, as firms have laid off workers whose input is no longer required 
in production. However, evidence on how routine workers fare following in-
voluntary job loss has been scarce. Indeed, most previous work has focused 
on the aggregate labour market effects of technological change rather than the 
impact on exposed workers. Nevertheless, there are studies suggesting that 
workers in declining occupations have suffered from reduced employment and 
earnings (Edin et al., 2019) and that workers in routine occupations have seen 
lower wage growth than other worker categories (Cortes, 2016). Theory sug-
gests that displaced routine workers should do worse than displaced non-rou-
tine workers, as they are likely to have a harder time finding a new job that 
fits their occupation-specific skills, in addition to facing the loss of good em-
ployer-employee matches, firm-specific human capital and rents as all work-
ers do. Indeed, the direct exposure of involuntarily displaced routine workers 
suggests they could be among the biggest losers of automation and technolog-
ical change. The magnitude of their losses might provide an approximate up-
per bound on the detrimental effects of labour-replacing technology. In this 
paper, I seek to establish whether routine workers are more affected by a com-
mon type of involuntary job displacement, namely establishment-level clo-
sures and mass layoffs. 

The evidence on how establishment shutdowns and mass layoffs affect 
worker outcomes is extensive and overwhelmingly negative. Since the pio-
neering paper by Jacobson et al. (1993), studies have almost invariably found 
that job loss has severe impacts on workers’ subsequent employment, earnings 
and even health (Sullivan and von Wachter, 2009; Davis and von Wachter, 
2011). Worker outcomes do not regain the levels of comparable controls who 
avoid losing their jobs for many years, resulting in a seemingly permanent 
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scarring effect. These results hold in practically all countries where this ques-
tion has been investigated;  Eliason and Storrie (2006) show that Swedish 
workers do not recover in terms of labour market outcomes even 12 years after 
losing their jobs. There is evidence that displaced workers fare worse when 
demand for either labour in general or for their particular occupation- or in-
dustry-related skills is low due to aggregate economic conditions (Davis and 
von Wachter, 2011), local occupation-specific labour demand (Galaasen and 
Kostol, 2018) and import competition (Dauth et al., 2021). This suggests that 
if some occupations experience rising demand due to complementary techno-
logical change, while others decline due to automation, the experiences of 
workers in these occupations should be different following job loss. Further-
more, there are indications that displaced workers whose skills are not in de-
mand suffer larger losses than their peers (Nedelkoska et al., 2022). The first 
comparison of the post-layoff outcomes of routine and non-routine workers is 
conducted in a recent paper by Blien et al. (2021), whose results point to sub-
stantial penalties for routine workers in terms of earnings and employment, 
but only insignificant effects on their wages.  

In order to assess differences in the size of routine and non-routine workers’ 
post-layoff losses, I use a standard difference-in-difference event study ap-
proach. Displaced individuals’ labour market outcomes at different time 
points preceding and following layoff are compared to those of similar non-
displaced workers. Routine and non-routine workers who lose their jobs are 
compared to corresponding groups of non-displaced peers. Matching on a 
large set of characteristics, including age, gender, education, tenure, size of 
closing establishment, size of local labour market as well as broad industry 
and occupation categories ensures that the groups of displaced and non-dis-
placed workers are observationally comparable. Detailed Swedish matched 
employer-employee data enable me to identify all those who lost their jobs in 
plant shutdowns or mass displacement events during the 1997-2014 period, 
although occupational information is missing for a fraction of individuals. In-
dividual worker outcomes are tracked for ten years following the year an es-
tablishment shuts down or experiences a mass layoff. The aim is to be as rep-
resentative of all displaced workers as possible, including small workplaces 
(5-49 employees), older workers aged 51-62 and all public sector workers (in-
cluding civil servants).  

The results show that layoff penalties are significantly more adverse for 
routine workers than for non-routine workers. Their labour income falls by 20 
percentage points more than that of non-routine laid off workers in the year 
following displacement, and remains significantly lower for eight years. This 
drop is mostly due to lower re-employment probabilities for displaced routine 
workers; the probability of not being employed in the year following displace-
ment is 11 percentage points higher for routine workers than for their non-
routine counterparts. The monthly wages of laid off routine workers also drop 
five log points more than what is the case for comparable non-routine workers. 
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Seen from another perspective, routine workers spend 90 additional days in 
unemployment in the first post-displacement year.  Overall, the evidence sug-
gests that workers exposed to automation suffer greatly when they are dis-
placed from their jobs. The estimated effects are larger than those found in 
studies that have considered individuals in routine or otherwise declining oc-
cupations in general, without focusing specifically on mass layoffs (Cortes, 
2016; Edin et al., 2019). A share of these losses may be due to losses of occu-
pation and industry-specific human capital, as routine workers are more likely 
to find new employment outside of their original occupation and sector. This 
view is reinforced by the fact that displaced routine workers are likely to move 
to lower-paying industries and to end up with lower earnings compared to 
other workers in their new occupation. Switchers from routine to non-routine 
occupations do worse in terms of earnings than those who continue doing rou-
tine work. This is in line with earlier results on costs of occupational mobility 
increasing in task and skill distance (Cortes and Gallipoli, 2018; Robinson, 
2018), but contrasts with Cortes’ (2016) findings that switchers from routine 
to non-routine cognitive occupations see wage increases. This difference 
could be due to a higher prevalence of involuntary switchers among displaced 
workers.  

The analysis is important for establishing the external validity of the find-
ings of Blien et al. (2021), as it is conducted using high-quality data from 
another country. Furthermore, the number of days spent in unemployment is 
studied as an outcome, providing more concrete evidence as to whether reduc-
tions in employment and earnings are involuntary. Finally, unlike Blien et al. 
(2021), I find significant negative effects on displaced routine workers’ wages 
and show that they are more likely to transition across industries. 

The remainder of this paper is structured as follows. Section 2 describes 
the data used, explains how routineness is defined, provides descriptive statis-
tics for displaced and non-displaced workers and covers the labour market 
outcomes included in the study. The empirical model estimated is presented 
in Section 3 and the results, along with robustness checks, heterogeneity anal-
ysis and a discussion of mechanisms are shown in Section 4. Section 5 con-
cludes. 

2. Data 

2.1 Selection of Displaced and Control Samples 
I use a rich micro-level dataset created by Statistics Sweden which contains 
information on all Swedish employment relationships. Data on occupation are 
collected in the Wage Structure Statistics dataset and are available for all pub-
lic sector and a large sample (about half) of private sector workers. The prob-
ability of a private firm being sampled is determined by its size, with large 
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firms overrepresented. If there is no information on a worker’s occupation in 
the current year, it is imputed using reported occupations in the three preced-
ing years on the condition that the worker has remained at the same establish-
ment. Years before 1996 are excluded because converting the old occupational 
codes to the new system is very difficult. In all cases, the focus is on a worker’s 
main place of employment during a given year. This is defined as the estab-
lishment where the worker had his or her highest source of earnings that year. 

The displacement and control groups of establishments are defined based 
on the change in the number of workers for whom they are the main place of 
employment. Shutdowns are defined as cases where an establishment ceases 
to be the main workplace of any worker. The establishment is required to exist 
in year ିݐଵ, to be the main workplace of at least one individual in the event 
year ݐ଴, and to no longer be the main workplace for anyone in ݐଵ, the year after 
the event. If the number of individuals who have their main place of employ-
ment at an establishment falls by at least 80 percent from ିݐଵ to ݐଵ, this is 
classified as a mass layoff event.1 Events where more than 30 percent of the 
displaced workers end up at other establishments in the old workplace’s firm 
or in the same unique establishment at a different firm in ݐଵ are excluded from 
both the displacement and control groups. This is standard in the literature 
because these cases are likely to be firm mergers, acquisitions or reorganisa-
tions rather than real job displacement events (Hethey-Maier and Schmieder, 
2013). Establishments with fewer than five workers in ିݐଵ are also excluded 
in order to reduce the possibility of individual worker characteristics having a 
large impact on overall plant performance. This size restriction is among the 
most permissive used in the literature. The control group of establishments 
consists of those that had at least five employees in ିݐଵ and did not experience 
a shutdown or mass layoff from ିݐଵ to ݐ଴ or from ݐ଴ to ݐଵ. 

Workers who had their main place of employment at a closing establish-
ment in the year ିݐଵ immediately preceding the shutdown or layoff event are 
categorised as displaced. Early leavers are thus captured in the displaced sam-
ple as there is no requirement that individuals work at the shutting establish-
ment in ݐ଴, the year of shutdown or layoff. Also, workers who stay at their old 
workplaces following a mass layoff are included in the displaced sample to 
avoid the issue of selectiveness in terms of who gets laid off. To ensure that 
the individuals studied have a sufficiently strong connection to the shutting 
establishment, they are required to have a tenure of at least two years (defined 
as having their main place of work at the shutting establishment in the years ିݐଶ and ିݐଵ). This restriction is less stringent than what is typically used in the 
literature and aims to minimise the number of workers with a strong degree of 

                               
1 Similar cutoffs are used by e.g. Davis and von Wachter (2011). A number of studies also 
include events such as employment decreases of 30 percent or more. However, it is problematic 
to use such a cutoff when including small establishments, as changes in the establishment not 
related to mass layoffs might lead to such employment shifts. 
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attachment to the closing establishment who are excluded. The control pool 
consists of those who were employed at a control establishment in the year ିݐଵ and had tenure of at least two years. There are no conditions on what hap-
pens to control workers or their establishments beyond ିݐଵ; it is possible for 
them to themselves become displaced at a later point in time. This avoids the 
downward bias on displacement loss estimates that appears when the control 
group is defined conditional on never being displaced (Krolikowski, 2018). 
Workers who are younger than 22 or older than 62 in the year prior to layoff 
are dropped from both the displaced and control groups. The sample thus in-
cludes older workers, who are sometimes excluded in other studies. Older 
workers are not followed after they reach the age of 65, as this is the typical 
retirement age. In order to ensure that the workers considered are at least 
somewhat consistently attached to the labour market, the sample is limited to 
those who earn at least three times the tenth percentile-level blue-collar 
monthly wage in each of the years ିݐସ through ିݐଵ.2 This restriction also en-
tails dropping workers who are not continuously observed in the Swedish reg-
istry data in the four years prior to the real or placebo displacement event. As 
an additional safeguard against including individuals only tenuously attached 
to the labour market, workers who were registered as unemployed for 183 
days or more in any of the years ିݐସ through ିݐଶ, or for 330 days or more in 
the year ିݐଵ are excluded. The more liberal restriction on the year ିݐଵ aims to 
exclude as few early leavers as possible; this concern arises because days spent 
in unemployment begin rising for displaced workers already in ିݐଵ. Workers 
who are not observed in both the years ݐ଴ and ݐଵ are also removed from the 
sample because their post-layoff outcomes are not known. Finally, individuals 
for whom occupational data are missing even after imputation are excluded as 
the routineness of their jobs cannot be determined. This final condition is the 
most restrictive, as occupational data are missing for 52 percent of eligible 
displaced and 28 percent of eligible controls. After restrictions are imposed, 
the eligible sample of displaced workers consists of 84,896 individuals who 
lose their jobs in 4,866 shutdown or mass layoff events.  

2.2 Routineness Definition 
Routineness is defined based on the Dictionary of Occupational Titles (DOT), 
as has been standard in the routine-biased technological change literature since 
the seminal study by Autor et al. (2003). The US occupations whose task in-
tensities are determined using the DOT are translated to the ISCO-88 interna-
tional classification, which is in turn matched to corresponding Swedish oc-
cupations. Routineness is measured as the sum of an occupation’s intensities 

                               
2 The tenth percentile of blue-collar monthly wages is used as a measure of the “minimum 
wage”, as minimum wage legislation is absent in Sweden. Wage levels are instead agreed 
through collective bargaining between unions and employer organisations. 



 

81 

in tasks that are routine cognitive (“set[ting] limits, tolerances, or standards” 
according to the DOT) and routine manual (“finger dexterity” according to the 
DOT). The sum of intensities in these two task categories is normalised by the 
occupation’s total intensity in all tasks. This provides a measure of the share 
of routine tasks in the total number of tasks involved in the occupation, which 
should be a good measure of its exposure to automation. In the main specifi-
cation, the cutoff for being classified as routine is set at the upper quartile of 
routineness among workers displaced in 2005, in the middle of the studied 
period. One quarter of the workers displaced in 2005 are therefore classified 
as routine and three quarters as non-routine. This results in 15 three-digit oc-
cupations being categorised as routine and 81 as non-routine. This grouping 
of routine and non-routine occupations is also applied for those displaced in 
other years. As expected, routine occupations consist exclusively of machine 
operating, clerical, elementary, and some crafts jobs, while non-routine occu-
pations are typically managerial, high-skilled or service jobs. Setting a high 
cutoff for routineness makes it more likely that the occupations classified as 
such are indeed exposed to labour-replacing technological change; neverthe-
less any threshold is somewhat arbitrary and alternative definitions are tested. 
These are setting the cutoff for routineness at the occupation of the displaced 
worker with median routineness in 2005 and dropping the occupations of the 
middle two quartiles of workers entirely to only include high-routine and low-
routine occupations. These alternative definitions do not qualitatively affect 
the results. 

2.3 Descriptive Statistics and Matching 
Descriptive statistics for displaced and non-displaced workers in terms of rou-
tineness, demographics, education, occupation, industry and location are 
shown in Table 1. All individual characteristics are defined based on the year ିݐଵ preceding the year ݐ଴ in which the mass layoff takes place. This should 
reduce the risk of changes immediately related to plant closure having an ef-
fect. The first two columns of Table 1 show that displaced workers tend to be 
in slightly more routine occupations than non-displaced ones. This is mainly 
explained by an extreme overrepresentation of manufacturing workers among 
the displaced; almost half of them were in a manufacturing job prior to layoff. 
This affects the occupational composition of the displaced, which is skewed 
towards operators, assemblers and crafts workers. On the other hand, it is very 
rare for displaced workers to be found in typically public sector industries, 
such as education, health and public administration. High-skilled professional 
workers are also underrepresented.  

Because of these discrepancies, I use propensity score matching to make 
the two groups of workers more comparable. In the main specification, dis-
placed and control individuals are matched on routineness, age, gender, edu-
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cation level, tenure, broad industry, establishment size, a measure of their mu-
nicipality’s urban character, and earnings in periods ିݐସ through ିݐଵ. Because 
the analysis focuses on occupations, workers are matched within broad one-
digit occupational groups. To avoid comparing trajectories of workers who 
were displaced in different years, matching is done within cohorts defined by 
the calendar year of the real or placebo event. Each displaced worker is as-
signed one match from the pool of controls with replacement. Workers whose 
propensity scores lie outside of the common support region where the propen-
sity score distributions of the displaced and controls overlap are trimmed 
away. As can be seen in the top panel of Appendix Figure A1, the propensity 
scores of the unmatched controls skew heavily towards zero, while those of 
the displaced are more spread out. However, as the size of the control pool is 
much larger than the number of displaced, over 99 percent of the displaced 
workers are within the common support region. Good matches are available 
for practically all displaced workers, as can be seen in the bottom panel of 
Appendix Figure A1. The propensity score distributions among matched dis-
placed and controls overlap almost perfectly. 

Descriptive statistics for the matched samples are presented in the last two 
columns of Table 1. Matching within broad occupational groups ensures per-
fect balance in that dimension. The matched sample of controls is also very 
similar to the displaced in terms of routineness, demographics, education 
level, industry, and municipality type. To ensure robustness of results, I test 
alternative matching specifications where either the entire sample is used 
without any restrictions, or matching is done based on the covariates listed 
above, but excluding pre-period earnings. Neither of these other specifications 
produces results qualitatively different from those given by the main specifi-
cation. The pre-displacement values of the outcome variables on which I do 
not match (employment probability, monthly wages and days of unemploy-
ment) are presented in Table A1 in the Appendix. Table A2 contains the post-
matching characteristics for routine and non-routine workers (as defined by 
the cutoff used in the main specification) separately. 

Table 1. Descriptive statistics for the matched and unmatched samples of controls 
and displaced 

 Controls  
(Unmatched) 

Displaced 
(Unmatched) 

Controls 
(Matched) 

Displaced 
(Matched) 

     

N individuals 1,035,499 84,896 65,069 84,325 
     
Routine inten-
sity 

0.51 0.58 0.58 0.58 

Year ିݐଵ 2005.0 2004.3 2004.3 2004.3 
Age 45.3 43.3 43.3 43.3 
Tenure 6.2 5.6 5.5 5.6 
Female 0.54 0.37 0.37 0.37 
Immigrant 0.10 0.11 0.11 0.11 
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Education level (percentages) 
Less than com-
pulsory 

4.14 7.00 7.16 6.99 

Compulsory, 9 
years 

7.97 12.91 13.04 12.91 

High school, 2 
years 

31.15 32.68 33.07 32.70 

High school, 3 
years 

16.71 21.74 21.16 21.74 

Some post-sec-
ondary 

13.87 12.73 12.22 12.74 

University 24.29 12.14 12.52 12.14 
PhD 1.86 0.79 0.82 0.78 
     
Occupations (percentages) 
Officials & 
Managers 

5.55 6.88 6.87 6.87 

Professionals 24.16 12.47 12.47 12.47 
Technicians 17.98 17.35 17.38 17.38 
Clerks 9.36 11.45 11.46 11.46 
Service & Sales 20.60 10.14 10.12 10.12 
Crafts 6.60 11.34 11.34 11.34 
Operators & 
Assemblers 

10.79 23.70 23.80 23.80 

Elementary Oc-
cupations 

4.96 6.67 6.57 6.57 

     
Industries (percentages) 
Primary 0.74 0.40 0.46 0.40 
Manufacturing 21.98 48.77 48.17 48.88 
Construction 2.52 2.21 2.22 2.21 
Utilities & tele-
com 

6.42 9.71 9.88 9.68 

Wholesale & re-
tail 

6.96 10.36 10.67 10.35 

Business ser-
vices 

10.63 17.09 16.92 17.03 

Health, social 
work 

29.16 7.53 7.59 7.53 

Education 14.64 1.52 1.61 1.51 
Public admin-
istration 

6.96 2.42 2.47 2.42 

     
Type of municipality (percentages) 
Rural munici-
palities 

14.47 15.64 15.88 15.66 

Commuter mu-
nicipalities 

4.45 5.62 5.64 5.51 

Towns 16.28 15.00 14.88 15.05 
Other cities 33.38 32.61 31.87 32.66 
Suburbs of 3 
largest cities 

10.52 10.04 10.43 10.06 

3 largest cities 20.91 21.09 21.29 21.07 
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Pre-period earnings (SEK thousands) ିݐଵ 323 334 333 334 ିݐଶ 316 321 323 321 ିݐଷ 306 308 311 309 ିݐସ 293 294 296 295 
     

Note: Characteristics evaluated in year ିݐଵ unless stated otherwise. Unmatched control group 
consists of 5% random sample of the eligible control pool. One-to-one propensity score match-
ing with replacement implemented based on characteristics listed in the table. Propensity scores 
estimated using logit. Matched control sample statistics weighted by the number of times a 
control worker was drawn as the best match for a displaced worker. Sum of matched control 
weights is 84,325. 

2.4 Outcomes Studied 
The annual earnings outcome is normalised by the mean of the worker’s earn-
ings in ିݐସ through ିݐଵ. This provides an individual baseline for each worker 
and makes the size of the estimates independent of absolute differences in pre-
period earnings and wages of routine and non-routine workers. Annual earn-
ings are measured before income tax. The employment outcome is a dummy 
for earning at least three times the tenth percentile-level blue-collar monthly 
wage within a given year.3 Unemployment is measured as the number of days 
the individual is registered as unemployed or taking part in a labour market 
programme at the Public Employment Service. In Sweden, one must register 
as unemployed in order to receive benefits, meaning that instances of unem-
ployed individuals abstaining from registering should be minimised. The days 
of unemployment measure represents the total number of days, including 
weekends and holidays, rather than only working days. Wages are the 
worker’s monthly wages at their main workplace, measured in the second half 
of the year. Data on wages are available only for workers who were sampled 
into the Wage Structure Statistics that year. This is the same sample as the one 
from which occupational information is obtained (it contains all public sector 
workers and about half of private sector workers, with large firms overrepre-
sented). This means that wage data are missing for many individuals in at least 
some years, while the other outcomes are always observed for the population 
of displaced and control workers. 

3. Empirical Specification 
An event study approach typical for the literature is used. The main effect of 
job displacement is estimated first using a differences-in-differences model: 
                               
3 This is analogous to the definition of employment for the purposes of determining attachment 
to the labour market in the pre-period. The tenth percentile of blue-collar monthly wages is once 
again used as a measure of the “minimum wage”, as minimum wage legislation is absent in 
Sweden. 
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௜௧ݕ   = ෍ ሾߙఛݐ)ܫ = ଴ݐ + ߬) + ݐ)ܫఛߚ = ଴ݐ + ߬) × ௜ሿܦ + ௜ߣ + ௧ߤ + ௜௧ଵ଴ߝ
ఛୀିସ,ఛஷିଵ    (1) 

The model given by equation (1) regresses a labour market outcome, such as 
earnings or wages, on a set of dummies ݐ)ܫ = ଴ݐ + ߬) for years relative to the 
year of real or placebo displacement, which is indexed by ݐ଴. The coefficients 
on year ିݐଵ have been normalised to zero. The main effects of interest are 
given by the set of ߚఛ which measure the size of the interaction effect between 
year dummies and actual displacement. Individual fixed effects ߣ௜ are in-
cluded to remove influences from time-invariant individual characteristics, 
which can affect the estimates as the panel of workers is unbalanced. General 
economic conditions in a given year are controlled for by calendar year dum-
mies ߤ௧. 

The main specification is based on Equation (1), but adds a full set of rou-
tine-time-to-event and routine-displacement indicators. A full set of routine-
calendar year interactions is also included to control for general trends in rou-
tine labour market outcomes in the economy, which is necessary as the panel 
is not fully balanced (results using a fully balanced sample of individuals who 
are observed during the entire ିݐସ to ݐଵ଴ period are presented in the Appendix 
for comparison). The following equation results: ݕ௜௧ = ෍ ሾߙఛݐ)ܫ = ଴ݐ + ߬) + ݐ)ܫఛߚ = ଴ݐ + ߬) × ௜ܦ + ݐ)ܫఛߜ = ଴ݐ + ߬)ଵ଴

ఛୀିସ,ఛஷିଵ × ܴ௜ + ݐ)ܫఛߛ = ଴ݐ + ߬) × ௜ܦ × ܴ௜ሿ + ௜ߣ + ௧ߤ + ௧ߤ × ܴ௜ +  ௜௧ (2)ߝ

Now, the effects of displacement on non-routine workers relative to non-rou-
tine workers who are not displaced are given by the set of ߚఛ. The effects of 
displacement on routine workers relative to non-displaced routine workers are 
given by ߚఛ + -ఛ capturing any differences in the displacement penߛ ఛ, withߛ
alty between routine and non-routine workers. In the figures below, the non-
routine series plot the estimates ߚఛ, while the routine series show ߚఛ +  .ఛߛ
Standard errors are clustered at the level of the ିݐଵ establishment in all cases. 

4. Results 

4.1 Post-Layoff Outcomes of Routine and Non-Routine Workers 
The baseline estimated effects of job loss on real earnings from Equation (1) 
are shown in Figure 1. Earnings evolve in a very similar fashion for displaced 
and non-displaced workers through ିݐଵ. The relative earnings of the displaced 
then decrease somewhat in ݐ଴ (the last year the closing establishment is ob-
served) before falling sharply to 25 percent less than the pre-displacement 
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earnings level in ݐଵ. While there is some recovery in the following years, dis-
placed workers’ earnings never regain the trajectories of their non-displaced 
peers, remaining 13 percent lower in ݐଵ଴. This pattern is similar to what pre-
vious studies have found (Jacobson et al., 1993; Eliason and Storrie, 2006; 
Davis and von Wachter, 2011). This is in spite of some differences regarding 
sampling restrictions, suggesting that they do not have a qualitative effect on 
the findings. 

The results of the main earnings specification as estimated by Equation (2) 
are presented in Figure 2 (the point estimates are also shown in Table A3 in 
the Appendix). Although the trajectories of earnings for routine and non-rou-
tine workers follow each other closely in the period up to displacement, they 
diverge clearly in ݐ଴. While non-routine workers lose 20 percent of their pre-
displacement earnings in ݐଵ, their worst post-displacement year, for routine 
workers the corresponding share is 39 percent. However, the earnings of laid 
off routine workers converge with those of their non-displaced counterparts 
more quickly than those of non-routine workers. This means that the gap be-
tween the two groups of displaced workers narrows over time. Nevertheless, 
the additional penalty suffered by routine workers remains statistically signif-
icant for eight years after establishment closure. Cumulatively, non-routine 
workers are estimated to lose 1.26 times the amount of a year’s worth of pre-
displacement earnings over the ݐ଴ to ଼ݐ period. Routine workers are estimated 
to lose 2.22 times worth of their pre-displacement annual labour income over 
the same time frame. The convergence seems to be driven by the fact that 
many non-displaced routine workers have disadvantageous earnings trajecto-
ries; their real earnings are only 5.7 percent higher in ݐଵ଴ than during the ିݐସ 
to ିݐଵ period, while the real earnings of non-routine control workers grow by 
20 percent over this timeframe.4 Indeed, by ݐଵ଴ displaced non-routine workers 
are estimated to have higher earnings relative to the baseline period than non-
displaced routine workers.  

                               
4 See Table A1. 
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Figure 1. Baseline estimate of effects of job loss on earnings 

 
Note: The baseline period is the year before displacement, ିݐଵ. Outcome of displaced relative 
to matched control group in each period. Standard errors clustered at the level of ିݐଵ establish-
ments. 95 percent confidence intervals shown. 
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Figure 2. Estimated effects of job loss on earnings for routine and non-routine 
workers, relative to non-displaced workers in the respective category 

 
Note: The baseline period is the year before displacement, ିݐଵ. Outcome of routine and non-
routine displaced relative to routine and non-routine matched controls in each period. Standard 
errors clustered at the level of ିݐଵ establishments. 95 percent confidence intervals shown. 

A breakdown of annual earnings losses reveals substantial adverse effects of 
displacement on both the probability of being employed and on wages condi-
tional on employment. Figure 3 shows the estimated effect of displacement on 
the employment probability for routine and non-routine workers (the baseline 
employment effect for all workers is plotted in Figure A2 in the Appendix). 
All workers are employed by construction in the four years from ିݐସ through ିݐଵ and there is thus no difference between routine and non-routine workers 
in this regard. However, by ݐଵ displaced routine workers are 11 percentage 
points less likely to be employed than displaced non-routine workers. This 
difference is persistent, and even though it narrows over time, is statistically 
significant through the fifth post-layoff year. Just like in the case of earnings, 
neither group of workers fully recovers from the shock of losing their jobs. In 
the case of monthly wages, results for which are shown in Figure 4, estimates 
are somewhat noisy because wage data are not available for the full sample of 
workers each year (the baseline wage effect can be seen in Figure A2). They 
do however indicate that routine workers suffer much more following dis-
placement, suffering a 6.9 log point drop in wages in ݐଵ, while non-routine 
workers only see wages drop by 1.7 log points. The difference remains signif-
icant for the first four post-layoff years. It seems that routine workers’ wages 
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converge more quickly to the level of their non-displaced peers than is the 
case for non-routine workers, whose wages do not seem to converge at all. 
However, it is difficult to draw any definitive conclusions about this as the 
point estimates for different years are noisy and not statistically distinguisha-
ble in most cases.  

Figure 3. Effects of job loss on the probability of being employed for routine and 
non-routine workers, relative to non-displaced workers in the respective category 

 
Note: Baseline period is the year before displacement, ିݐଵ. Outcome of routine and non-routine 
displaced relative to routine and non-routine matched controls. Standard errors clustered at the 
level of ିݐଵ establishments. 95 percent confidence intervals shown. 
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Figure 4. Effects of job loss on log monthly wages (conditional on being employed) 
for routine and non-routine workers, relative to non-displaced workers in the re-

spective category 

 
Note: Baseline period is the year before displacement, ିݐଵ. Outcome of routine and non-routine 
displaced relative to routine and non-routine matched controls. Standard errors clustered at the 
level of ିݐଵ establishments. 95 percent confidence intervals shown. 

Finally, I turn toward an alternative way of measuring adverse labour market 
outcomes, namely the number of days in a year registered as unemployed. 
According to this metric, routine workers also suffer more following displace-
ment than non-routine ones do, as can be seen in Figure 5 (Figure A2 shows 
the average unemployment effects of displacement). The largest unemploy-
ment effects are observed in the year ݐଵ, when non-routine displaced workers 
spend 39 more days in unemployment than their non-displaced counterparts. 
At the same time, displaced routine workers experience 88 additional days of 
unemployment. The difference in time spent unemployed is persistent and re-
mains statistically significant, although quantitatively smaller, until the sixth 
post-displacement year. By this time, displaced routine workers have on aver-
age spent a total of 307 additional days in unemployment, compared to 126 
days for displaced non-routine workers.  
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Figure 5. Estimated effects of job displacement on days spent in unemployment for 
routine and non-routine workers, relative to non-displaced workers in the respective 

category 

 
Note: The baseline period is the year before displacement, ିݐଵ. Outcome of routine and non-
routine displaced relative to routine and non-routine matched controls in each period. Standard 
errors clustered at the level of ିݐଵ establishments. 95 percent confidence intervals shown. 

4.2 Robustness Checks 
To ensure that the results are not sensitive to the definition of routineness used 
or the type of matching employed, several robustness checks are employed. 
While the definition of routineness used in Section 4.1 makes it more likely 
that truly routine occupations are classified as routine due to the stringent cut-
off used, this definition might be too narrow. For this reason, Equation 2 has 
been re-estimated using an alternative routineness definition where the work-
ers are split by median routineness instead of classifying only the most routine 
quartile as routine.5 According to this definition, 43 three-digit occupations 
are routine and 53 are non-routine. Another possibility is that the presence of 
occupations that are close to one another in terms of routineness on both sides 
of the threshold attenuates the results. To make sure that this is not the case, 
Equation 2 is estimated using only those individuals whose occupations were 

                               
5 Just like in the main specification, displaced workers who are in their ିݐଵ period in 2005 are 
ordered by routineness, but the split is at the occupation of the median worker rather than the 
occupation of the third quartile worker. 
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either in the top or bottom quartiles of displaced workers ordered by routine-
ness in ିݐଵ. This leaves the 15 occupations classified as routine in the main 
analysis and 30 low-routineness occupations.  

These alternative definitions yield results almost identical to those given by 
the main specification, as can be seen in Figure 6. The top panel plots the 
baseline estimates of the effects of displacement on earnings, reproducing Fig-
ure 2. The panel on the bottom left shows the results when the median is used 
as the threshold for the routine category and the panel on the bottom right 
shows the results when only the top and bottom quartiles of routineness are 
included. Using a less stringent definition of routineness reduces the size of 
the estimated routine penalty in the years immediately following layoff. Also, 
limiting the non-routine sample to those in the lowest quartile of routineness 
leads to slightly larger routineness penalty estimates. These apparent differ-
ences are in line with what theory predicts. The routine penalty estimates and 
the post-layoff earnings trajectories are very similar in the three specifications, 
confirming that the way routineness is defined is not of key importance for the 
results. A final alternative specification where post-layoff outcomes are plot-
ted for each of the four routineness quartiles separately is shown in Figure A3 
in the Appendix. The fourth routineness quartile, which contains the workers 
classified as routine in the main specification, does clearly worse than the 
other three quartiles. The differences between the first, second and third quar-
tiles are not as clear. In  ݐଵ, workers from the second and third routineness 
quartiles appear to suffer larger penalties than those in the first quartile, but 
the trajectories of these groups converge over the medium and long run. 

Graphs corresponding to Figure 6 for the employment and monthly wage 
outcomes are presented in Figures A4 and A5 in the Appendix. In the case of 
employment, the differences between the different definitions are small, alt-
hough there are indications that the routine penalty is smaller if all workers 
with above-median routineness are categorised as routine. However, with this 
definition of routineness, the routine wage penalty becomes insignificant in 
all years except for ݐଵ. However, the confidence intervals are wide enough to 
contain the estimates from the main specification. Results for days of unem-
ployment using the different routineness definitions are shown in Appendix 
Figure A6. The definitions give similar results, except for a somewhat smaller 
routine penalty in ݐଵ when the median cutoff is used.  

In addition to estimating Equation 2 using a sample matched on covariates 
and earnings in ିݐସ through ିݐଵ, I estimate it in turn using the full unmatched 
sample and a sample matched only on covariates, but not pre-period earnings. 
These alternative samples of workers give results very similar to those ob-
tained using the preferred sample. Their results are presented in Figure A7 in 
the Appendix. Point estimates of earnings penalties when the unmatched sam-
ple is used are also provided in Appendix Table A3 for all three definitions of 
routineness. 
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Finally, Equation 2 has been re-estimated using a fully balanced panel, 
leaving only those workers who are observed in the Swedish registry data and 
are younger than 65 years of age in each of the years ିݐସ through ݐଵ଴. This 
entails reducing the sample to shutdowns and mass layoffs that took place in 
1997-2006, as data for years after 2016 is not available. Also, workers older 
than 52 years of age in ିݐଵ are excluded. The results of this exercise for the 
outcomes of earnings and unemployment are shown in Appendix Figure A8. 
Using the fully balanced panel reduces the size of penalties immediately fol-
lowing layoff for both routine and non-routine workers (the differences from 
the full panel estimates are rarely statistically significant), but has no effect on 
penalty estimates for later years. The routine penalty remains large and statis-
tically significant. 
Figure 6. Estimates of displacement earnings penalties using different definitions of 

routine and non-routine occupations 

 
Note: The baseline period is the year before displacement, ିݐଵ. Outcome of routine and non-
routine displaced (according to different definitions of routineness) relative to routine and non-
routine matched controls in each period. Standard errors clustered at the level of ିݐଵ establish-
ments. 95 percent confidence intervals shown. 

4.3 Heterogeneity in Routine Penalties 
I consider heterogeneity in the size of routine penalties for workers with dif-
ferent levels of education, by sector, and within broad occupational categories. 
The top panel of Figure 7 shows post-displacement earnings trajectories 
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among workers with high school education or less and among workers with 
more than a high school education.6 Among less educated workers, the trajec-
tories of routine and non-routine workers are very similar to those among the 
full displaced sample. Among highly educated workers, initial losses among 
the non-routine group are initially somewhat smaller than in the full sample, 
but routine workers’ losses are not. The size of the penalty for routine highly 
educated workers decreases before seeming to actually increase again at the 
very end of the period studied, but this is likely to be an artefact of the small 
sample size, as confidence intervals are very wide.  

The middle panel of Figure 7 shows earnings trajectories of workers who 
are displaced in the manufacturing7 and services sectors. The results for man-
ufacturing are similar to the findings for the full sample, albeit with indications 
that non-routine workers who are displaced in manufacturing do slightly 
worse. In the service sector, penalties for both routine and non-routine workers 
are lower. Also, it seems that convergence of routine workers’ losses to the 
level experienced by non-routine workers is quicker. The difference between 
the two groups only remains significant through ݐଶ and the point estimates for ݐ଺ and ݐ଻ are almost identical for the groups of routine and non-routine dis-
placed.  

In the bottom panel, I test for heterogeneity depending on whether the 
workers are displaced in blue-collar occupations (service and sales, crafts, op-
erators and assemblers, elementary occupations) or in white-collar occupa-
tions (managers, professionals, technicians and clerks).8 Routine penalties 
among blue-collar workers are similar to those found for the entire sample. 
On the other hand, I find no evidence of routine penalties for white-collar dis-
placed workers. This indicates that routine cognitive workers are able to cope 
with layoffs better than routine manual workers. The mechanisms behind this 
would be an interesting topic for further study. 

                               
6 Only a quarter of the displaced workers have more than high school education and routine 
workers are underrepresented within this group. However, placing the threshold at a lower ed-
ucation level is problematic due to the changes to the Swedish primary and secondary schooling 
systems that affected different cohorts of workers. 
7 Including primary industries. 
8 Among blue-collar workers, routine three-digit occupations (according to the main definition) 
are found in the broad groups of crafts, operators and assemblers and elementary occupations. 
Among white-collar workers, routine three-digit occupations are found among clerks. 
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Figure 7. Heterogeneity in routineness penalty in terms of post-displacement earn-
ings by education level, industry and occupational group 

 
Note: The baseline period is the year before displacement, ିݐଵ. Outcome of routine and non-
routine displaced within the high/low educational groups, manufacturing/service industries and 
blue-collar/white-collar occupations relative to routine and non-routine matched controls in 
each period. Standard errors clustered at the level of ିݐଵ establishments. 95 percent confidence 
intervals shown. 

4.4 Mechanisms 
Since routine occupations have been declining as a share of total employment, 
theory predicts that displaced routine workers should have a hard time finding 
a new job in their old occupation and may have to switch to another one when 
re-entering employment. This may lead both to adverse consequences in terms 
of earnings and wages relative to displaced non-routine workers in the short 
run as occupation-specific human capital is lost and to better long-run out-
comes relative to routine workers who are not displaced and stay in declining 
occupations (Cortes, 2016). As routine occupations are concentrated in declin-
ing industries like manufacturing, displaced routine workers should be more 
likely to switch industry as well. The effects of industry switching are pre-
dicted to be qualitatively similar to those of occupation switching. 

The probabilities that displaced routine and non-routine workers switch 
three-digit occupation and three-digit industry compared to the ିݐଵ period are 
shown in Figures 8 and 9 respectively. Probabilities are conditional on the 
workers being employed in the given period; the occupational outcome is 
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known only for a subset of employed workers, sampled according to the de-
scription in Section 2.9 The results show that routine workers are more likely 
to change both occupation and industry in the years following displacement. 
For occupations, this effect is estimated to be 16 percentage points two years 
after displacement, when it peaks. It decreases somewhat over time, as non-
displaced routine workers also switch occupations to a slightly higher degree, 
but remains at a significant nine percentage points in ݐଵ଴. In the case of indus-
tries, routine workers are 20 percentage points less likely to be employed in 
their original industry than non-routine workers in year ݐଵ. The gap remains 
at this level for the duration of the period over which the workers are followed. 
The results are qualitatively unaffected if a fully balanced panel consisting 
only of workers who are observed in each of the years ିݐସ to ݐଵ଴ is used, as 
can be seen in the Appendix Figure A9. 
Figure 8. Effect of displacement on the probability of routine and non-routine work-

ers being in another three-digit occupation than in ିݐଵ, conditional on being em-
ployed and occupational data being available 

 
Note: Outcome of routine and non-routine displaced relative to routine and non-routine matched 
controls in each period. Standard errors clustered at the level of ିݐଵ establishments. 95 percent 
confidence intervals shown. 

                               
9 If occupation data is missing for an employed worker in the post-period, it is imputed accord-
ing to the same procedure as is followed for ିݐଵ occupations, and described in Section 2. If the 
occupation is still unknown post-imputation, the individual is dropped from the occupation-
switching regression. 
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Figure 9. Effect of displacement on the probability of routine and non-routine 
workers being in another three-digit industry than in the t_(-1) period, conditional 

on being employed 

 
Note: Outcome of routine and non-routine displaced relative to routine and non-routine matched 
controls in each period. Standard errors clustered at the level of ିݐଵ establishments. 95 percent 
confidence intervals shown. 

Both the occupation and industry-switching results point to routine workers 
being more likely to become re-employed in jobs less similar to their pre-dis-
placement jobs. Loss of occupation- and industry-specific human capital 
could therefore explain at least part of the additional short-run penalties that 
they suffer compared to their non-routine counterparts. However, higher rates 
of occupation and industry switching could also explain the faster long-term 
convergence of displaced routine workers’ outcomes to those of their non-
displaced peers. This is the case if their new occupations and industries see 
higher rates of wage growth than their original routine jobs; Cortes (2016) 
shows that routine workers who switch to non-routine jobs fare better over 
long time horizons than those who stay in routine occupations.  
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Figure 10. Wage levels in displaced routine and non-routine workers’ occupations 
and industries (conditional on being employed and occupational information availa-
ble) 

 
Note: Outcome of routine and non-routine displaced relative to routine and non-routine matched 
controls in each period. Standard errors clustered at the level of ିݐଵ establishments. 95 percent 
confidence intervals shown. 
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Figure 11. Wage levels of displaced routine and non-routine workers as share of the 
occupation or industry mean (conditional on being employed and occupational in-

formation available) 

 
Note: Outcome of routine and non-routine displaced relative to routine and non-routine matched 
controls in each period. Standard errors clustered at the level of ିݐଵ establishments. 95 percent 
confidence intervals shown. 
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Figure 10, which plots mean wages in the displaced individual’s occupation 
and industry, relative to ିݐଵ. This is based on the occupations and industries 
of both stayers and switchers, with the restriction that the individual must be 
employed and have available occupation and industry information respec-
tively. The top panel shows that both routine and non-routine displaced work-
ers tend to end up in lower-paying occupations than they were in in ିݐଵ. The 
estimates are imprecise however, and there is no evidence that routine workers 
end up in lower-paying occupations than non-routine ones. When it comes to 
industry, there is a clearer pattern of routine workers ending up in lower-pay-
ing industries than the one that they were displaced from. This could be seen 
as evidence that they lose good industry matches or industry-specific rents. 
Many routine workers are displaced from manufacturing industries, which 
tend to provide high wages for less-educated individuals. Importantly, neither 
group of displaced workers manages to move up to better-paid sectors. 

Is there evidence that routine workers move into jobs for which their human 
capital is less suited? I test this by considering the worker’s wages as a per-
centage of the mean for their occupation and industry. The results are shown 
in Figure 11. Routine workers earn about seven percentage points less in terms 
of their occupation’s mean in ݐଵ, compared to about two percentage points for 
non-routine workers (relative to what had been the case in ିݐଵ). The difference 
between the two groups remains significant until ݐସ, but the estimates for rou-
tine and non-routine workers converge in the long run. This could be due to 
routine workers having to enter occupations which differ more from their orig-
inal one, resulting in a period of more rapid human capital accumulation. 
There are no clear patterns when it comes to wages relative to the industry 
mean.  

As a final test of how occupational switching affects workers, the outcomes 
of displaced workers who are in a different occupation in ݐହ are compared to 
those of displaced workers who remain in their ିݐଵ occupation. This exercise 
is clearly endogenous to factors such as worker skill, motivation and local 
labour market conditions and is limited by the fact that occupations are ob-
served for only a fraction of employed workers in the post-period. Neverthe-
less, it yields interesting indicative results as shown in Table 2, where the out-
come is average relative earnings over the ݐଵ - ݐହ period. Almost four fifths of 
the employed displaced routine workers with available occupation data were 
in another three-digit occupation in ݐହ; a full 70 percent of these switchers had 
gone to a non-routine occupation. Among non-routine workers, only six out 
of ten had switched out of their initial line of work. Of these, 92 percent went 
to another non-routine occupation. There is no evidence that switching occu-
pations leads to higher earnings over the years ݐଵ - ݐହ. On the contrary, switch-
ing seems to be especially detrimental for routine workers, as they expect to 
lose seven percent of pre-displacement income annually if they switch to an-
other routine occupation and 18 percent if they switch to a non-routine occu-
pation. The losses for non-routine workers are smaller, at two percentage 
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points if they are in another non-routine occupation and nine percentage points 
if they are in a routine occupation. Confidence intervals are tight and the esti-
mates for stayers and switchers within each category are distinguishable at 
conventional significance levels. The results are evidence of loss of occupa-
tion-specific human capital hurting all workers, but especially routine ones. 
The better long-term prospects of non-routine occupations do not seem to help 
routine workers who switch into them in the short and medium run. These 
workers instead appear to lose more than those who switch to other routine 
occupations, which are more similar to the pre-displacement occupation in 
terms of tasks.   
Table 2. Average annual earnings of displaced workers in ݐଵ-ݐହ relative to the ିݐସ‒ିݐଵ period depending on initial occupation routineness, whether the worker stayed in 
their initial occupation and the routineness of the new occupation conditional on 
switching 

 Stayed in 
routine oc-
cupation 

Stayed in 
non-routine 
occupation 

Switched to 
(other) rou-
tine occupa-

tion 

Switched to 
(other) non-
routine occu-

pation 
Routine occupa-
tion initially 

1.07 (0.006) 
N=1,569 

 1.01 (0.007) 
N=1,742 

0.90 (0.006) 
N=3,991 

     
Non-routine occu-
pation initially 

 1.14 (0.003) 
N=9,890 

1.06 (0.010) 
N=1,241 

1.12 (0.003) 
N=13,536 

Note: Workers must be employed in ݐହ, with occupational information available, to be included 
in the analysis. Standard errors clustered at the level of ିݐଵ establishments. 

Further evidence on how earnings develop over time depending on displaced 
workers’ occupation in ݐହ is provided by the plots in Figure 12. To be in-
cluded, workers must have an observed occupation in ݐହ. By definition, this 
means that they are employed in that period, which means that they are posi-
tively selected among displaced workers. Because of this, the comparison 
group of non-displaced workers is also limited to individuals whose occupa-
tions were observed in ݐହ. As occupation switching is endogenous to displace-
ment, all three groups of displaced workers are compared to the entire sample 
of non-displaced workers, which is not split according to ݐହ occupation. The 
caveat of the groups being non-randomly selected among displaced individu-
als still applies, but there nevertheless are interesting suggestive results. Both 
routine and non-routine workers seem to suffer in the short run if they switch 
occupation, but there are indications that each group suffers more if they  
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Figure 12. Development of earnings for displaced workers  
over time, for occupation stayers, occupation switchers to 

 non-routine occupations and occupation switchers to routine  
occupations (as defined by the occupation of individuals in ݐହ) 

 
Note: Workers must be employed in ݐହ, with occupational information available, to be included 
in the analysis. Outcomes compared to those of controls which were employed and for whom 
occupational data were available in ݐହ. Standard errors clustered at the level of ିݐଵ establish-
ments. 95 percent confidence intervals shown. 
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switch to the other type of occupation. This is expected for non-routine work-
ers if they switch to a routine occupation with bad prospects, but expectations 
are not quite as clear for routine workers who switch to non-routine occupa-
tions. That switchers do worse than stayers should be seen as a piece of evi-
dence favouring the hypothesis that losses of occupation-specific human cap-
ital are an important component of displacement losses. Such losses should be 
larger if the worker switches to a more dissimilar occupation, which is what 
is indicated by the results. Occupation switchers, especially those who go to 
(other) non-routine occupations, do appear to gain on stayers over time. How-
ever, for routine workers, such gains are at most small and appear only to-
wards the end of the period studied. 

5. Conclusion 
While large bodies of literature have identified that routine occupations have 
declined due to technological change and that workers lose out greatly in terms 
of their labour market outcomes following involuntary job loss, research con-
necting these two strands has been lacking. This paper attempts to conjoin the 
two lines of inquiry by comparing how workers initially in routine and non-
routine occupations fare on the labour market following layoff. The findings 
imply substantial earnings, employment, wage and unemployment penalties 
of displacement for routine workers, up to several times the size of the penal-
ties faced by non-routine displaced workers. These differences in losses per-
sist in at least the medium run. There are indications that the additional losses 
suffered by routine workers are due to them being unable to find new jobs 
which provide a good match for their occupation- and industry-specific human 
capital, as they switch occupations and industries to a higher degree than dis-
placed non-routine workers. This is reflected in routine workers moving to 
lower-paid industries and ending up on lower rungs in their occupations’ wage 
distributions. Occupation switchers appear to do worse in terms of earnings 
than stayers, even if they switch to non-routine occupations. This is a some-
what disheartening piece of evidence for policy, which often aims to make 
displaced workers more flexible in terms of their job search and to re-educate 
and retrain them so that they can shift out of declining occupations and indus-
tries. A potential interpretation is that retraining programmes are insufficiently 
focused on the needs of displaced routine workers. Singling out this group as 
a target for such efforts and tailoring suitable courses might be a possible rem-
edy. 
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Appendix 
Table A1. Pre-layoff levels of outcomes not used in matching 

 Controls  
(Unmatched) 

Displaced 
(Unmatched) 

Controls 
(Matched) 

Displaced 
(Matched) 

     

N individuals 1,035,499 84,896 65,069 84,325 
     
Pre-period employment (probability) ିݐଵ 1 1 1 1 ିݐଶ 1 1 1 1 ିݐଷ 1 1 1 1 ିݐସ 1 1 1 1 
     
Pre-period log monthly wages ିݐଵ 10.2 10.2 10.2 10.2 ିݐଶ 10.2 10.1 10.2 10.1 ିݐଷ 10.1 10.1 10.1 10.1 ିݐସ 10.1 10.1 10.1 10.1 
     
Pre-period days of unemployment ିݐଵ 1.7 9.7 2.5 9.7 ିݐଶ 1.0 1.7 1.4 1.7 ିݐଷ 1.7 2.5 2.5 2.5 ିݐସ 3.2 4.9 4.5 4.8 
     

Note: Characteristics evaluated in year ିݐଵ unless stated otherwise. Unmatched control group 
consists of 5% random sample of the eligible control pool. One-to-one propensity score match-
ing with replacement implemented based on characteristics listed in the table. Propensity scores 
estimated using logit. Matched control sample statistics weighted by the number of times a 
control worker was drawn as the best match for a displaced worker. Sum of matched control 
weights is 84,325. 
 

Table A2. Descriptive statistics for the matched routine and non-routine samples of 
controls and displaced 

 Non-Rou-
tine  

(Matched 
controls) 

Non-Rou-
tine 

(Matched 
displaced) 

Routine 
(Matched 
controls) 

Routine 
(Matched 
displaced) 

 

     

N individuals 50,802 64,084 14,267 20,241 
     
Routine inten-
sity 

0.50 0.50 0.81 0.81 

Year ିݐଵ 2004.3 2004.3 2004.3 2004.3 
Age 43.5 43.4 42.8 43.1 
Tenure 5.3 5.4 6.3 6.4 
Female 0.38 0.38 0.34 0.32 
Immigrant 0.10 0.11 0.14 0.15 
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Education level (percentages) 
Less than com-
pulsory 

5.72 5.41 11.92 12.01 

Compulsory, 9 
years 

10.78 10.36 20.53 21.00 

High school, 2 
years 

30.88 30.17 40.31 40.73 

High school, 3 
years 

21.29 22.30 20.73 19.96 

Some post-sec-
ondary 

14.42 15.23 4.94 4.86 

University 15.84 15.52 1.54 1.41 
PhD 1.05 1.02 0.03 0.02 
     
Occupations (percentages)    
Officials & 
Managers 

8.94 9.04 0.00 0.00 

Professionals 16.24 16.41 0.00 0.00 
Technicians 22.63 22.86 0.00 0.00 
Clerks 12.22 13.14 8.93 6.13 
Service & Sales 13.18 13.31 0.00 0.00 
Crafts 14.15 14.42 2.01 1.57 
Operators & As-
semblers 

7.36 5.74 78.18 80.98 

Elementary Oc-
cupations 

5.27 5.07 10.88 11.33 

     
Industries (percentages)    
Primary 0.59 0.50 0.05 0.08 
Manufacturing 36.31 35.72 87.42 90.54 
Construction 2.84 2.83 0.14 0.26 
Utilities & tele-
com 

11.67 12.11 3.99 2.00 

Wholesale & re-
tail 

13.19 13.05 2.31 1.77 

Business ser-
vices 

21.08 21.61 3.15 2.52 

Health, social 
work 

9.19 9.13 2.31 2.47 

Education 2.08 1.95 0.07 0.09 
Public admin-
istration 

3.05 3.10 0.56 0.27 

     
Type of municipality (percentages) 
Rural munici-
palities 

12.82 11.68 26.00 28.27 

Commuter mu-
nicipalities 

5.29 4.91 6.79 7.42 

Towns 13.32 13.22 20.06 20.83 
Other cities 32.07 33.60 31.22 29.67 
Suburbs of 3 
largest cities 

11.81 11.50 5.87 5.48 

3 largest cities 24.69 25.09 10.06 8.33 
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Pre-period earnings (SEK thousands) ିݐଵ 323 334 333 334 ିݐଶ 316 321 323 321 ିݐଷ 306 308 311 309 ିݐସ 293 294 296 295 
     

Note: Characteristics evaluated in year ିݐଵ unless stated otherwise. Workers subdivided accord-
ing to the main definition of routineness, as defined in Section 2.1. Matched control sample 
statistics weighted by the number of times a control worker was drawn as the best match for a 
displaced worker. 
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Estimates of annual earnings in different periods for different worker groups 
are shown in Table A3. The first set of estimates presents the period effects 
relative to ିݐଵ for non-routine non-displaced workers. The second set contains 
interactions of periods with routineness, and provides estimates of the differ-
ence between routine and non-routine workers’ relative earnings in each pe-
riod. The third set contains interactions of each period with displacement; 
these estimates show the difference between displaced and non-displaced non-
routine workers. Finally, the fourth set of estimates is the focus of this paper, 
as it shows the difference between routine and non-routine displaced workers. 
The total size of the displacement effect for routine workers is found by adding 
the period-displacement and the period-displacement-routine effect for the pe-
riod in question. 

The main definition of routineness used in this paper (the quarter of work-
ers with the highest share of routine tasks in their occupations classified as 
routine, the others as non-routine) is used in columns (1) and (2). In columns 
(3) and (4), the definition of routine occupations is made less stringent and the 
median routineness of workers’ ିݐଵ occupations is used as the cutoff. The final 
two columns provide estimates in the case when only the top and bottom quar-
tile of routineness are included, so as to ensure that truly routine workers are 
compared to truly non-routine ones. For each definition of routineness, esti-
mates are provided for the full unmatched sample as well as for a sample that 
has been matched on covariates and earnings pre-trends as described in Sec-
tion 4. The main specification used in this study is the one in column (2). 
 
Table A3. Point estimates of period effects for different groups of workers 

 (1) (2) (3) (4) (5) (6) 
 Baseline, 

un-
matched 

Baseline, 
matched 

Median 
cutoff, 

un-
matched 

Median 
cutoff, 

matched 

High and 
low only, 

un-
matched 

High and 
low only, 
matched 

Periods:       ିݐସ -0.11*** 
(0.0006) 

-0.13*** 
(0.003) 

-0.11*** 
(0.0006) 

-0.14*** 
(0.004) 

-0.12*** 
(0.0009) 

-0.14*** 
(0.005) 

 ***ଷ -0.063ିݐ       
(0.0005) 

-0.079*** 
(0.003) 

-0.063*** 
(0.0005) 

-0.082*** 
(0.003) 

-0.069*** 
(0.0007) 

-0.091*** 
(0.004) 

 ***ଶ -0.025ିݐ       
(0.0003) 

-0.036*** 
(0.002) 

-0.025*** 
(0.0003) 

-0.039*** 
(0.002) 

-0.028*** 
(0.0005) 

-0.046*** 
(0.002) 

 ***଴ 0.0052ݐ       
(0.0004) 

-0.000073 
(0.002) 

0.0055*** 
(0.0004) 

0.0025 
(0.002) 

0.011*** 
(0.0006) 

0.0092*** 
(0.003) 
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 ***ଵ 0.013ݐ
(0.0006) 

0.0073** 
(0.003) 

0.014*** 
(0.0007) 

0.014*** 
(0.003) 

0.022*** 
(0.0009) 

0.020*** 
(0.004) 

 ***ଶ 0.029ݐ       
(0.0009) 

0.021*** 
(0.004) 

0.030*** 
(0.0009) 

0.030*** 
(0.004) 

0.039*** 
(0.001) 

0.033*** 
(0.005) 

 ***ଷ 0.048ݐ       
(0.001) 

0.043*** 
(0.004) 

0.050*** 
(0.001) 

0.053*** 
(0.005) 

0.059*** 
(0.002) 

0.057*** 
(0.006) 

 ***ସ 0.068ݐ       
(0.001) 

0.061*** 
(0.005) 

0.071*** 
(0.001) 

0.074*** 
(0.005) 

0.083*** 
(0.002) 

0.081*** 
(0.007) 

 ***ହ 0.091ݐ       
(0.002) 

0.081*** 
(0.006) 

0.094*** 
(0.002) 

0.099*** 
(0.006) 

0.11*** 
(0.003) 

0.10*** 
(0.008) 

 ***଺ 0.12ݐ       
(0.002) 

0.10*** 
(0.007) 

0.12*** 
(0.002) 

0.12*** 
(0.007) 

0.13*** 
(0.003) 

0.13*** 
(0.009) 

 ***଻ 0.14ݐ       
(0.002) 

0.12*** 
(0.008) 

0.14*** 
(0.002) 

0.14*** 
(0.008) 

0.16*** 
(0.003) 

0.15*** 
(0.01) 

 ***0.17 ଼ݐ       
(0.003) 

0.15*** 
(0.009) 

0.17*** 
(0.003) 

0.17*** 
(0.009) 

0.18*** 
(0.004) 

0.18*** 
(0.01) 

 ***ଽ 0.19ݐ       
(0.003) 

0.17*** 
(0.010) 

0.20*** 
(0.003) 

0.19*** 
(0.010) 

0.21*** 
(0.004) 

0.20*** 
(0.01) 

 ***ଵ଴ 0.22ݐ       
(0.003) 

0.20*** 
(0.01) 

0.23*** 
(0.003) 

0.22*** 
(0.01) 

0.24*** 
(0.005) 

0.23*** 
(0.01) 

       
Period-routine interactions: ିݐସ 0.022*** 

(0.002) 
0.033*** 
(0.006) 

0.012*** 
(0.001) 

0.035*** 
(0.005) 

0.030*** 
(0.002) 

0.047*** 
(0.007) 

 ***ଷ 0.016ିݐ       
(0.001) 

0.021*** 
(0.005) 

0.0083*** 
(0.0010) 

0.019*** 
(0.004) 

0.022*** 
(0.001) 

0.034*** 
(0.006) 

 ***ଶ 0.0086ିݐ       
(0.0007) 

0.0090** 
(0.003) 

0.0040*** 
(0.0006) 

0.011*** 
(0.003) 

0.012*** 
(0.0008) 

0.019*** 
(0.004) 

 ***଴ -0.011ݐ       
(0.001) 

-0.017*** 
(0.004) 

0.015* 
(0.007) 

-0.013*** 
(0.003) 

-0.016*** 
(0.001) 

-0.027*** 
(0.005) 

       



110 

 ***ଵ -0.022ݐ
(0.001) 

-0.042*** 
(0.006) 

0.0061 
(0.006) 

-0.034*** 
(0.005) 

-0.031*** 
(0.002) 

-0.054*** 
(0.006) 

 ***ଶ -0.036ݐ       
(0.002) 

-0.060*** 
(0.007) 

0.0017 
(0.005) 

-0.047*** 
(0.006) 

-0.046*** 
(0.002) 

-0.072*** 
(0.008) 

 ***ଷ -0.050ݐ       
(0.002) 

-0.075*** 
(0.009) 

-0.0052*** 
(0.0007) 

-0.057*** 
(0.007) 

-0.062*** 
(0.003) 

-0.089*** 
(0.009) 

 ***ସ -0.061ݐ       
(0.003) 

-0.087*** 
(0.01) 

-0.011*** 
(0.001) 

-0.070*** 
(0.009) 

-0.076*** 
(0.003) 

-0.11*** 
(0.01) 

 ***ହ -0.073ݐ       
(0.003) 

-0.094*** 
(0.01) 

-0.017*** 
(0.002) 

-0.082*** 
(0.010) 

-0.088*** 
(0.004) 

-0.12*** 
(0.01) 

 ***଺ -0.083ݐ       
(0.004) 

-0.11*** 
(0.01) 

-0.025*** 
(0.002) 

-0.092*** 
(0.01) 

-0.10*** 
(0.005) 

-0.13*** 
(0.01) 

 ***଻ -0.095ݐ       
(0.005) 

-0.12*** 
(0.02) 

-0.032*** 
(0.002) 

-0.095*** 
(0.01) 

-0.11*** 
(0.005) 

-0.15*** 
(0.02) 

 ***0.11- ଼ݐ       
(0.005) 

-0.13*** 
(0.02) 

-0.038*** 
(0.003) 

-0.10*** 
(0.01) 

-0.12*** 
(0.006) 

-0.16*** 
(0.02) 

 ***ଽ -0.12ݐ       
(0.006) 

-0.14*** 
(0.02) 

-0.044*** 
(0.004) 

-0.11*** 
(0.02) 

-0.13*** 
(0.007) 

-0.17*** 
(0.02) 

 ***ଵ଴ -0.13ݐ       
(0.006) 

-0.15*** 
(0.02) 

-0.051*** 
(0.004) 

-0.12*** 
(0.02) 

-0.15*** 
(0.008) 

-0.18*** 
(0.02) 

       
Period-displaced interactions: ିݐସ -0.018** 

(0.007) 
0.0041 
(0.007) 

-0.026*** 
(0.008) 

0.0047 
(0.008) 

-0.027*** 
(0.005) 

0.0069 
(0.006) 

 *ଷ -0.012ିݐ       
(0.006) 

0.0048 
(0.006) 

-0.019** 
(0.007) 

0.0031 
(0.007) 

-0.018*** 
(0.004) 

0.0091 
(0.005) 

 *ଶ -0.0096ିݐ       
(0.004) 

0.0033 
(0.005) 

-0.014* 
(0.006) 

0.0017 
(0.006) 

-0.010*** 
(0.003) 

0.0084* 
(0.004) 

 ***଴ -0.059ݐ       
(0.006) 

-0.056*** 
(0.006) 

-0.050*** 
(0.005) 

-0.049*** 
(0.006) 

-0.040*** 
(0.006) 

-0.039*** 
(0.006) 
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 ***ଵ -0.20ݐ
(0.009) 

-0.20*** 
(0.009) 

-0.19*** 
(0.01) 

-0.19*** 
(0.01) 

-0.16*** 
(0.01) 

-0.16*** 
(0.01) 

 ***ଶ -0.18ݐ       
(0.009) 

-0.18*** 
(0.009) 

-0.17*** 
(0.01) 

-0.17*** 
(0.01) 

-0.15*** 
(0.01) 

-0.15*** 
(0.01) 

 ***ଷ -0.16ݐ       
(0.010) 

-0.16*** 
(0.010) 

-0.15*** 
(0.01) 

-0.16*** 
(0.01) 

-0.14*** 
(0.01) 

-0.14*** 
(0.01) 

 ***ସ -0.15ݐ       
(0.010) 

-0.14*** 
(0.01) 

-0.14*** 
(0.010) 

-0.14*** 
(0.01) 

-0.14*** 
(0.01) 

-0.13*** 
(0.01) 

 ***ହ -0.15ݐ       
(0.01) 

-0.14*** 
(0.01) 

-0.13*** 
(0.009) 

-0.14*** 
(0.01) 

-0.14*** 
(0.01) 

-0.13*** 
(0.01) 

 ***଺ -0.15ݐ       
(0.01) 

-0.14*** 
(0.01) 

-0.13*** 
(0.010) 

-0.14*** 
(0.01) 

-0.14*** 
(0.01) 

-0.13*** 
(0.01) 

 ***଻ -0.14ݐ       
(0.01) 

-0.13*** 
(0.01) 

-0.12*** 
(0.01) 

-0.12*** 
(0.01) 

-0.13*** 
(0.01) 

-0.12*** 
(0.01) 

 ***0.14- ଼ݐ       
(0.01) 

-0.12*** 
(0.01) 

-0.12*** 
(0.01) 

-0.12*** 
(0.01) 

-0.13*** 
(0.01) 

-0.13*** 
(0.01) 

 ***ଽ -0.13ݐ       
(0.01) 

-0.11*** 
(0.01) 

-0.12*** 
(0.01) 

-0.11*** 
(0.01) 

-0.13*** 
(0.01) 

-0.12*** 
(0.02) 

 ***ଵ଴ -0.13ݐ       
(0.01) 

-0.12*** 
(0.01) 

-0.12*** 
(0.01) 

-0.12*** 
(0.01) 

-0.14*** 
(0.01) 

-0.13*** 
(0.02) 

       
Period-displaced-routine interactions: ିݐସ -0.012 

(0.009) 
-0.015 
(0.010) 

0.015* 
(0.007) 

-0.0096 
(0.008) 

-0.0029 
(0.01) 

-0.018 
(0.01) 

 *ଷ -0.018ିݐ       
(0.008) 

-0.018* 
(0.009) 

0.0061 
(0.006) 

-0.0060 
(0.007) 

-0.013 
(0.01) 

-0.023* 
(0.01) 

 *ଶ -0.017ିݐ       
(0.007) 

-0.016* 
(0.007) 

0.0017 
(0.005) 

-0.0051 
(0.006) 

-0.016 
(0.009) 

-0.021* 
(0.009) 

 ***଴ -0.11ݐ       
(0.02) 

-0.10*** 
(0.02) 

-0.077*** 
(0.01) 

-0.013*** 
(0.003) 

-0.13*** 
(0.02) 

-0.12*** 
(0.02) 
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 ***ଵ -0.20ݐ
(0.02) 

-0.19*** 
(0.02) 

-0.14*** 
(0.01) 

-0.034*** 
(0.005) 

-0.24*** 
(0.02) 

-0.22*** 
(0.02) 

 ***ଶ -0.17ݐ       
(0.02) 

-0.15*** 
(0.02) 

-0.12*** 
(0.01) 

-0.047*** 
(0.006) 

-0.19*** 
(0.02) 

-0.18*** 
(0.02) 

 ***ଷ -0.13ݐ       
(0.01) 

-0.12*** 
(0.01) 

-0.10*** 
(0.01) 

-0.057*** 
(0.007) 

-0.15*** 
(0.02) 

-0.14*** 
(0.02) 

 ***ସ -0.11ݐ       
(0.02) 

-0.098*** 
(0.02) 

-0.096*** 
(0.01) 

-0.070*** 
(0.009) 

-0.12*** 
(0.02) 

-0.11*** 
(0.02) 

 ***ହ -0.094ݐ       
(0.02) 

-0.090*** 
(0.02) 

-0.094*** 
(0.02) 

-0.082*** 
(0.010) 

-0.11*** 
(0.02) 

-0.098*** 
(0.02) 

 ***଺ -0.077ݐ       
(0.02) 

-0.075*** 
(0.02) 

-0.081*** 
(0.02) 

-0.092*** 
(0.01) 

-0.089*** 
(0.02) 

-0.080*** 
(0.02) 

 ***଻ -0.071ݐ       
(0.02) 

-0.065*** 
(0.02) 

-0.081*** 
(0.02) 

-0.095*** 
(0.01) 

-0.081*** 
(0.02) 

-0.070*** 
(0.02) 

 ***0.067- ଼ݐ       
(0.02) 

-0.073*** 
(0.02) 

-0.075*** 
(0.02) 

-0.10*** 
(0.01) 

-0.073*** 
(0.02) 

-0.067** 
(0.02) 

 ***ଽ -0.058ݐ       
(0.02) 

-0.060** 
(0.02) 

-0.059*** 
(0.02) 

-0.11*** 
(0.02) 

-0.058** 
(0.02) 

-0.051* 
(0.02) 

 *ଵ଴ -0.044ݐ       
(0.02) 

-0.050* 
(0.02) 

-0.052*** 
(0.02) 

-0.12*** 
(0.02) 

-0.039 
(0.02) 

-0.035 
(0.02) 

       
Note: Standard errors clustered at the level of ିݐଵ establishments shown in parentheses. * p < 
0.05, ** p < 0.01, *** p < 0.001 
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Figure A1. Histograms of propensity scores for the control and displaced samples 
before and after matching 
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Figure A2. Estimates of average displacement effects, without routine interactions, 
on employment, monthly wages and days of unemployment 

 
Figure A3. Estimates of displacement earnings penalties for the four routineness 

quartiles 
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Figure A4. Estimates of displacement employment penalties using different defini-
tions of routine and non-routine occupations 

 
Figure A5. Estimates of displacement monthly wage penalties using different defini-

tions of routine and non-routine occupations 
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Figure A6. Estimates of displacement unemployment penalties using different defi-
nitions of routine and non-routine occupations 

 
Figure A7. Effects of displacement on annual earnings using the unmatched sample, 
a sample matched on a broad set of control variables and the baseline specification 
with a sample matched on a broad set of control variables and earnings pre-trends 
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Figure A8. Estimated effects of displacement on routine and non-routine workers us-
ing the full sample (left column) and only those individuals observed in each of the 
years ିݐସ to ݐଵ଴ (right column) on annual earnings and days in unemployment 

 
Figure A9. Estimated effects of displacement on routine and non-routine workers us-
ing the full sample (left column) and only those individuals observed in each of the 
years ିݐସ to ݐଵ଴ (right column) on probability of switching occupation and switching 
industry 
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Essay III. Worker Attributes, Aggregate 
Conditions and the Impact of Adverse Labor 
Market Shocks 
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1. Introduction 
The process of job reallocation across firms drives economic growth and cre-
ates benefits for society as a whole (Bartelsman and Doms, 2000). At the same 
time, the process displaces workers, who often suffer large and persistent earn-
ings losses (Jacobson et al., 1993). These earnings losses can be sizeable 
enough to further impact the affected workers’ health and well-being.24 Con-
sequently, governments across the OECD spend vast resources on an array of 
social programs designed to mitigate the earnings losses of displaced workers 
(OECD, 2019). The policy mix includes unemployment insurance or welfare 
benefit transfers, active labor market policies aimed at easing the transition 
between jobs, and policies such as employment protection legislation and 
short-time work schemes that aim to protect workers from being displaced 
under certain conditions. In the interest of targeting scarce public resources 
where they are needed the most, policymakers have to know which workers 
suffer the largest earnings losses. This paper’s goal is to improve understand-
ing in this area by identifying worker characteristics and aggregate conditions 
that predict the size of earnings losses after job displacement. 

To this end, we use unusually rich administrative data to characterize indi-
viduals who lose their jobs in establishment closures, as well as the aggregate 
conditions prevailing at the time. We then estimate how such worker attributes 
and labor market characteristics interact to predict workers’ resilience to job 
displacement. This is also informative about workers’ ability to cope with ad-
verse labor market shocks more generally. Using closures instead of individ-
ual unemployment spells allows us to study negative shocks which are well-
identified in time, unrelated to other changes in personal circumstances, and 
well-identified even for workers who are displaced but manage to find new 
employment without an intermission. The last point is of specific importance, 
as we are interested in identifying conditions under which workers manage 
well when hit by adverse shocks. As those who lose their jobs in establishment 
closures are different from those who do not, we rely on propensity score 
matching to construct a comparable control group. Then, using selection-on-
observables assumptions (unconfoundedness), we identify the counterfactual 
trajectories of displaced workers in the absence of a shock. 

We proceed in the trail of a vast literature on the impact of mass layoffs 
and establishment closures pioneered by Jacobson et al. (1993). A large set of 
studies has illustrated heterogeneity in post-displacement outcomes due to fac-
tors on both the supply and demand sides of the labor market. On the supply 
side, much of the literature has emphasized the role of human capital, gender 
and age (see Davis and von Wachter, 2011, for an overview), but also attrib-
utes related to mobility, such as family status (Huttunen and Kellokumpu, 

                               
24 See e.g. Eliason (2014a) on increased drinking, Black et al. (2015) on increased smoking and 
Eliason (2012) on increased divorces. 
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2016). On the demand side, we find a more scattered set of articles emphasiz-
ing the role of job content (Blien et al., 2021; Yakymovych, 2022), firm-spe-
cific wage levels (Lachowska et al., 2020; Gulyas and Pytka, 2019), the size 
of the displacement event (Gathmann et al., 2020; Cederlof¨ , 2019), the sector 
(Eliason, 2014b) and aggregate business cycle conditions (Eliason and Storrie, 
2006; Davis and von Wachter, 2011). 

The Swedish administrative data used in this paper enable us to paint a 
uniquely rich picture of aspects that may affect the impact of job loss. We 
characterize displaced workers in terms of general and job-specific human 
capital (measured by years of schooling, experience and tenure), detailed fam-
ily status, internal and external migration history, as well as a broad set of pre-
displacement job characteristics capturing match quality, task content, estab-
lishment size, trends and wage premia. We measure aggregate conditions by 
characterizing the worker’s pre-displacement industry and location. Industry 
characteristics include measures of turbulence and pre-existing and forward-
looking trends, whereas locations are characterized by population density, un-
employment rates and industry structure. 

To understand how such a large number of aspects interact to determine the 
severity of displacement losses, we need to employ a method that allows esti-
mation of multidimensional treatment effect heterogeneity in a meaningful 
and flexible way. Using our exceptionally rich data, we estimate a Generalized 
Random Forest (GRF; developed by Athey et al., 2019) on the set of displaced 
and matched control workers. The forest iterates across the dataset, splitting it 
based on the included covariates so as to maximize treatment effect heteroge-
neity across “leaves”. It allows us to estimate a conditional average treatment 
effect (CATE) for each worker, based on the neighbours in his or her “leaf”. 
This makes it possible to classify individuals based on how resilient they are 
to job displacement and to identify worker attributes and aggregate conditions 
that are associated with large displacement losses. GRF has several ad-
vantages relative to traditional sub-group analysis. It is able to consider heter-
ogeneity across a large number of covariates at the same time. Furthermore, 
GRF employs a number of measures to minimize overfitting (replication of 
random patterns in the data), which would be a problem when including many 
covariates in a traditional heterogeneity analysis. GRF is also very flexible 
with regard to functional form and high-level interactions between variables. 

Our short-run estimates suggest that displaced workers on average experi-
ence a 24 percent reduction in earnings and a 15 percentage point reduction in 
employment probability in the calendar year after the establishment closure. 
About one third of these effects still remain 10 years later. We also document 
a distinct and persistent impact on the probability of moving location and 
switching industry. There is substantial systematic heterogeneity around these 
averages across worker groups. Although we focus on heterogeneity in the 
short-run earnings effect, workers whom the GRF predicts to be more resilient 
in the short run also have substantially lower earnings and employment losses 
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during the entire 10 year-long follow-up period. This is especially clear when 
considering the hardest-hit workers. In the year after displacement, workers in 
the quartile with largest predicted losses suffer a decrease in earnings of 40 
percent (twice the median), and those in the hardest-hit decile suffer a massive 
earnings loss of almost 50 percent (2.5 times the median). This difference is 
persistent over time, and hardly decreases at all in relative terms. This suggests 
that our estimates capture fundamental differences in the resilience in the face 
of job loss. 

Many attributes emphasized in the earlier literature are related to the heter-
ogeneity in resilience to job loss that we observe. Workers in the hardest-hit 
group are older, less educated, have lower pre-displacement earnings, are laid 
off from establishments with a larger market share, are more often displaced 
from routine intensive jobs in manufacturing, and work in declining industries 
in rural areas. At the same time, the characterisation provided by the GRF 
makes it clear that none of these characteristics has a deterministic relationship 
with large displacement losses on its own. In particular, we focus on age and 
schooling, which are important predictors of displacement losses. To validate 
the GRF’s predictions that older and less-educated workers lose more, we es-
timate differences in post-displacement earnings between displaced and con-
trols within cells defined by combinations of age and schooling.25 Earnings 
losses due to displacement are in excess of 50 percent for the oldest and least 
educated, and smaller than 10 percent for the youngest and most educated. We 
further let the GRF find the most resilient and least resilient quartiles of work-
ers within each combination of age and schooling and estimate the earnings 
losses for these subsamples. For almost all combinations of age and schooling, 
the least resilient quartile of workers suffers earnings losses in excess of 30 
percent, whereas the most resilient quartile of workers loses less than 20 per-
cent. This suggests that there is considerable systematic heterogeneity which 
arises from other attributes even conditional on age and schooling. We show 
that much of this remaining heterogeneity can be explained by characteristics 
of industries (e.g., manufacturing) and of locations (e.g., population density). 

As the results suggest that aggregate conditions at the industry and location 
level play an important role, we explore these features further. To make pro-
gress on this front, we need to deal with the fact that different features are 
correlated. For example, rural locations may have a high unemployment rate, 
and their residents may have lower schooling. We therefore use our GRF 
model to predict displacement effects for all workers in our sample as if they 
were displaced in each location or industry, but holding their individual and 
workplace characteristics constant. This gives us a measure of how severe the 
                               
25 We often employ such displaced-control differences in our analysis, using the GRF to classify 
workers in terms of resilience and then validating the predictions in this way. Calculating dis-
placed-control differences within groups defined by the GRF reduces issues related to model 
calibration. Throughout the paper, we use “ATE” as a synonym for such within-group dis-
placed-control differences, while “CATE” refers to GRF estimates. 



 

123 

displacement effects would be in each location and industry for the average 
displaced worker in the economy as a function of the full set of location- or 
industry-specific attributes. Our results suggest that the model has been able 
to correctly identify “good” and “bad” industries and locations. The impact of 
displacement in “good” industries and locations is substantially lower than in 
“bad” industries and locations. “Good” locations have high population density 
and low unemployment rates, while “bad” ones are rural areas exposed to dis-
advantageous industry trends. “Bad” industries have negative long-run and 
short-run employment trends, low churning and reallocation rates, and are of-
ten found in manufacturing.26 If displaced in ”good” industry- and location-
level conditions, even workers who are old and have few years of schooling 
can cope fairly well. 

Since job loss is likely to matter more for immobile workers, we also doc-
ument how displaced workers move across locations and industries after dis-
placement. Workers are more likely to move location and switch industry if 
they were displaced under bad conditions. Nevertheless, this increased mobil-
ity does not compensate them in terms of earnings. This might be because 
rates of geographical mobility for all groups of workers in our sample remain 
very low, in spite of the increase due to displacement. 

We end the paper with a set of targeting exercises. Here, we illustrate how 
well a policymaker or forecaster could identify hard-hit workers if they split 
the sample on one or two easily observed attributes at a time compared to 
using GRF. We conclude that it is difficult to design a simple rule that can 
come close to being as good at identifying vulnerable workers as the full GRF 
model. The best simple rule for finding the hardest-hit group involves target-
ing older workers in manufacturing, but still underperforms relative to GRF. 
This points to the importance of a considerable number of interacting charac-
teristics in determining the size of displacement losses. 

Overall, we believe that the findings contribute important new insights to 
the literature on the impact of job displacement. The study most closely related 
to this paper is the one by Gulyas and Pytka (2019), who use GRF to study the 
impact of mass layoffs, but with a somewhat different focus (motivated by 
competing theories) and fewer included characteristics. Their results indicate 
that displacement losses are primarily related to firm-level rents before dis-
placement. Our results do not corroborate this finding. On the contrary, they 
highlight the complexity of interacting factors that contribute to shaping the 
magnitudes and persistence of individual workers’ earnings losses. Age, 
schooling, industry and location all play a part. 

The remainder of this paper is structured as follows. In Section 2 we give 
a condensed presentation of our data (details are in the appendix), as well as a 

                               
26 Our model includes a manufacturing dummy, but GRF captures most of its impact if we 
exclude it and only use other industry characteristics. 
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description of the displaced workers, and illustrate the average impact of dis-
placement. Section 3 outlines the estimation of the GRF, while Section 4 pre-
sents calibration exercises and describes the heterogeneity that we find. In 
Section 5, we discuss how different characteristics are related to the heteroge-
neous effects of displacement. Results related to aggregate industry- and lo-
cation-level conditions are shown in Section 6. Section 7 reports results from 
the targeting exercises and Section 8 concludes. 

2. Data Definitions, Matching and Main Effects of 
Displacement 

2.1. Displaced Workers and Control Workers 
The data source which defines our study population is the Swedish linked em-
ployer-employee register RAMS. These annual data files contain information 
on how much every establishment reimbursed each one of its employees dur-
ing the year. An establishment is a production unit with a physical location 
within a firm (or other legal entity).27 For simplicity, we will use the term 
”firm” for all types of legal entities. The data are linked to various other rec-
ords through person, establishment and firm identification numbers. 

We consider displacement events in the years 1997-2014. By starting the 
analysis in 1997, we are able to use a pre-displacement period of 10 years to 
measure the labor market and mobility trajectories of workers leading up to 
the event. Ending in 2014 means that we can use at least 5 post-displacement 
years to measure outcomes for all displaced workers. 

To define our sample, we start by selecting a panel of all individuals in 
Sweden aged 16 to 64. Individuals are defined as employed if they earn more 
than 3 times the minimum monthly wage from a single employer during the 
year.28 For each year, we only retain an employed individual’s main job, de-
fined as the establishment from which he or she collected the largest amount 
of earnings during the year. An establishment’s size is determined by the num-
ber of employed workers for whom it is the main place of work. 

For every year t, we define closing establishments as those which had at 
least 5 employees in year t−1 and either ݅) disappear completely by year t1, or ݅݅) see the number of employees fall at least 90 percent from year t−1 to year 

                               
27 Around 10 percent of workers are not employed at a physical establishment due to the nature 
of their work (e.g. home-care workers). These workers can therefore never be included in the 
set of displaced or the control group. If a worker transitions into employment without a physical 
establishment during the outcome years, we do include him or her in our measures of earnings 
and employment. 
28 Sweden does not have a legislated minimum wage. Following conventions in studies of Swe-
dish register data, we instead proxy it by the 10th percentile of the wage distribution. 
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t1. We further require that the establishment had some economic activity dur-
ing year t0. We remove false closures, defined as cases where at least 30 per-
cent of workers involved in an apparent closure moved to a single new estab-
lishment, or to other establishments within the original firm. This is a standard 
procedure in the literature (see Kuhn, 2002, for a detailed discussion), as these 
are likely to be mergers, splits or reorganisations rather than actual establish-
ment closures.29 

Our group of displaced workers consists of those who were aged 24 to 60 
and employed at a closing establishment in year t−1. The age restrictions are 
imposed to ensure that we can measure pre-displacement characteristics and 
post-displacement outcomes in a meaningful way (for instance, to avoid com-
puting outcomes during old-age retirement). A three-year tenure restriction is 
imposed, meaning that only workers who also had their main place of employ-
ment at the closing establishment in t−2 and t−3 are considered.30 Finally, we 
require that the individual is observed in the population register until at least 
t1 so as to have information on their outcomes. Those who emigrate or decease 
before t1 are therefore excluded. 

Our strategy imposes tight restrictions on what constitutes an admissible 
event. We ignore other adverse events, such as mass layoffs where fewer than 
90 percent of an establishment’s employees lose their jobs, in order to get as 
clean an experiment as possible.31 The final data set includes around 180,000 
displaced workers. 

We define a set of control workers on whom we impose identical re-
strictions in all dimensions. Thus, we require an establishment size of at least 
5, worker age of 24 to 60, and three years of tenure. However, they must be 
employed at establishments which survive until year t1 (retaining at least 10 
percent of their original size). As in the case of the displaced workers, we do 
not impose any other restrictions on what these workers do beyond t−1, nor on 
their future outcomes.32 

                               
29 Workers who are involved in false closures also cannot be included in the control group for 
year t0, as we cannot conclusively establish what happens to these workers’ establishments. 
30 This is to ensure that the workers are sufficiently connected to the closing establishment, and 
is in line with literature conventions (a three-year cutoff is used by e.g. Davis and von Wachter, 
2011). 
31 Note that we include the few workers who remain within the original establishment in the 
cases when the establishment did not fully disappear, but where employment did decline by 
more than 90 percent. Also, we do not place any restrictions on what the workers do during 
year t0. This reduces potential endogenous selection due to early leavers from declining estab-
lishments. 
32 Some studies have conditioned the control sample on never being displaced in the post-pe-
riod. This has been shown to result in overestimation of displacement losses (Krolikowski, 
2018). 



126 

2.2 Worker, Industry and Location Characteristics 
We use various worker, location and industry characteristics in our analysis. 
Here, we provide an overview of the data with details in Appendix A. 

The characteristics are grouped into different blocks. Data on basic de-
mographics include age, gender and indicators for being a first or second gen-
eration immigrant. Family status includes indicators for married/cohabiting 
and divorced, the individual’s share of total household labor earnings, number 
of children in total and number of children of school age. The latter captures 
any additional impediments to mobility that may arise when children start 
school at age 7. This block of variables also includes measures of the strength 
of ties to the worker’s current location in the form of a dummy for being born 
outside of the current county, and the number of times the worker has moved 
across local labor market boundaries in the past 10 years. 

General human capital is captured by years of schooling, labor market ex-
perience (years employed during the last ten years), pre-displacement earnings 
rank among the population of displaced and control workers, and earnings in 
the years t−3 and t−2 relative to the year t−1. Specific human capital is intended 
to capture the degree to which the worker is tied to the closing firm or sector, 
which may determine how costly or difficult it is for the workers to switch 
industry. We use information on firm tenure and tenure in the same industry 
as the closing firm (both truncated at 10) and education specificity.33 We also 
include indicators for STEM education and for licensed occupations (e.g. 
nurses). 

Characteristics of the lost job are important, because the impact of displace-
ment may depend on lost match quality and rents. The data we use include 
plant size in the year before displacement, the trend in plant size, a manager 
dummy, and the wage premium associated with the closing plant.34 We also 
account for the routine task component of the lost job, by exploiting occupa-
tional data and routine intensity measures based on the Dictionary of Occupa-
tional Titles (used by e.g. Autor and Dorn, 2013; Goos et al., 2014).35 Finally, 
we generate an industry-education match indicator for workers who were em-
ployed in one of the 10 main industries of their educational field, and a meas-
ure of the size of the displacement event as a share of total employment in its 
industry-location cell.36 
                               
33 We characterize the specificity of education using data on the 1-digit level and 3-digit field 
of the highest achieved education. Our specificity measure uses the fraction of workers, by 
level-field combination, that is employed in the top ten 3-digit industries for that field. 
34 The wage premium at the closing establishment was shown to be particularly important in 
the case of Austria by Gulyas and Pytka (2019). We measure it as the residual wage conditional 
on demographics, education and industry. 
35 Routineness was found to be an important predictor of post-displacement losses by Blien et 
al. (2021) and Yakymovych (2022). 
36 The latter is motivated by previous studies, e.g. Cederlöf (2019) and Gathmann et al. (2020), 
that have found that the impact of being displaced in a large event may be particularly severe. 
14Measured as the employment growth in the industry from t−1 to t3. 
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Two blocks of variables relate to aggregate conditions in the worker’s in-
dustry and local labor market. There is evidence that workers have compara-
tive advantages in their industry of employment and that shocks to this indus-
try have an impact on their overall earnings prospects (Carlsson et al., 2016; 
Lamadon et al., 2019). Displacement may also have more long-lasting nega-
tive effects in industries with low labor turnover (e.g. manufacturing) than in 
fluid sectors. Our industry characteristics (at the 3-digit level) include 
measures of the average churning rate using conventions from Burgess et al. 
(2000), and the excess reallocation as the excess creation and destruction of 
jobs over what was needed to adjust employment in the industry. We also 
measure the long run industry employment trend over the past 10 years, the 
current industry-specific business cycle conditions,14 as well as indicators for 
the manufacturing sector and the education, health and public administration 
sectors. These public sector industries have a constantly high demand for 
workers, which makes it likely that displaced workers are less affected (see 
Eliason, 2014b). Finally, we include a measure of the education-adjusted wage 
premium in the industry. 

As with industries, there is ample evidence suggesting that local labor mar-
ket conditions have causal effects on workers’ outcomes (see, e.g., Carlsson 
et al., 2019). We measure these at the level of local labor markets, which are 
constructed by Statistics Sweden based on commuting patterns. We include 
the local unemployment rate and the population density. Local exposure to 
industry-related factors is also considered. This is done by constructing shift-
share instruments for local industry trends over the past 10 and coming three 
years, local industry churning and local industry reallocation rates. Concen-
tration of employment in the local labor market is measured by the HHI index 
across 3-digit industries. We also include the local share of manufacturing 
employment. 

Finally, we include the year when the worker was displaced and the na-
tional unemployment rate as variables. This is because earlier studies have 
suggested that workers displaced during recessions suffer more than those dis-
placed during booms (Eliason and Storrie, 2006; Davis and von Wachter, 
2011). Our array of characteristics gives a uniquely detailed characterization 
of the worker’s individual and aggregate situation when the job was lost. 

2.3 Outcomes 
The outcome that is the main focus of our study is annual earnings. Earnings 
are normalised by the amount the worker earned in t−1; this captures the rela-
tive effects of displacement for each individual without dropping workers with 
zero earnings in the post-period. We also consider a binary outcome for 
whether workers are employed (i.e., whether they earn more than three times 
the monthly minimum wage during the year). This measure is equal to one in 
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t−3 through t−1 for all included workers by construction. Geographical and in-
dustry mobility is measured by whether the worker lives in a different local 
labor market or works in a different industry compared to t−1. Industry mobil-
ity can only be measured conditional on the worker being employed. 

Outcomes are measured from t−3 until t10. Our sampling ensures that all 
displaced and controls are observed in the data between t−3 and t1. From t2 on, 
the outcomes are missing if the individual is not in the population register, 
because they have become older than 64, moved abroad, or deceased. 

2.4 Who Are the Displaced? 
As can be seen in Table 6 in Appendix B, about 180,000 workers who meet 
our criteria were displaced due to the closure of some 22,000 establishments 
in 1997-2014. Over 4,000,000 workers at more than 200,000 establishments 
are eligible as controls over the same period. 

There are significant differences in the composition of the displaced and 
control groups. In particular, the displaced are concentrated in manufacturing 
industries; fewer workers are displaced from industries such as education, 
health and public administration. This industry mix is connected to the over-
representation of men among the displaced. Another characteristic of dis-
placed workers is the smaller size of their plants, which is in line with well-
known facts about the higher survival rates of larger plants. 

2.5 Pre-Matching 
Because of the appreciable differences in the characteristics of displaced and 
control workers illustrated in Table 6 in Appendix B, we employ a matching 
procedure to ensure covariate balance. This is done by propensity score match-
ing on the full set of covariates included in the analysis. We use a logit func-
tion to estimate propensity scores and drop workers who lie outside of the 
common support region.37 We then match three control workers to each dis-
placed worker without replacement. 

2.6 Estimated Average Effects 
As a first step of our empirical analysis, we consider the average effects of 
displacement on normalized annual earnings, employment, and location and 
industry mobility using our matched sample. The results are estimated as mean 
differences in outcomes between the displaced and controls and are shown in 
Figure 1. 

                               
37 Common support in terms of covariates among the displaced and controls is an assumption 
of GRF estimation. 
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The short-run impact on earnings and employment is large, and the effects 
are strongly persistent. Displaced workers are far from regaining the levels of 
control workers even ten years after displacement. As can be seen in Figure 
1a, earnings of displaced workers drop some 24 percent relative to controls by 
t1, and are still 8 percent lower in t10. Figure 1b shows that the very persistent 
earnings effects are mainly driven by a significant drop in employment prob-
ability. 

The impact on geographical mobility (living in a different local labor mar-
ket) is modest at around 1.5 percentage points, but clearly significant (Figure 
1c). The difference between displaced and controls is entirely due to events 
during the first two post-displacement years. This suggests that job loss in-
duces a group of workers who would otherwise not have moved to relocate 
shortly after displacement. This is evidence that the impact is not just an ad-
justment in the timing of mobility. 

The results for industry mobility, measured conditional on being employed, 
in Figure 1d show a somewhat different pattern. Workers become much more 
likely to switch industry when displaced, which is unsurprising as they need 
to find a new employer. Half of the workers find a new employer in another 
3-digit industry than the one they were displaced from, with 30 percent even 
switching 1-digit industries. Over time, this impact gradually declines, as 
more of the control workers switch industries. However, even 10 years after 
displacement, the difference in the probability of working in another 3-digit 
industry remains at almost 30 percent.  
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Figure 1: Average effects of displacement on earnings, employment status, and geo-
graphical and industry mobility 

 
Note: For all outcomes, effects for displaced workers relative to non-displaced workers. (a): 
Annual earnings (normalized by earnings in the year before displacement). (b): Employment 
status defined as having annual earnings higher than three times the 10th percentile-level 
monthly wage. (c): Geographical mobility is an indicator for living in a different local labor 
market than in t−1. (d): Industry mobility is an indicator for working in a different 1-digit (solid 
line) and 3-digit (dashed line) industry than in t−1, conditional on being employed in the period. 
95% confidence intervals shown. 

3. GRF Estimation and Calibration 

3.1 Causal Forest Estimation 
Our goal is to understand heterogeneity in displacement losses across different 
groups of workers. We do this using causal forest estimation (Athey et al., 
2019), which was designed specifically for understanding heterogeneous 
treatment effects. Causal forests are a machine learning method which relies 
on the results of a large number of recursive causal tree algorithms, developed 
by Athey and Imbens (2016). Each of the causal trees splits the sample of 
workers into two groups based in turn on each possible threshold level of each 
included worker characteristic. For every way in which it splits the sample, 
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the algorithm computes treatment effects within the two resulting worker 
groups. The split that yields the largest difference in estimated treatment ef-
fects is selected. The two resulting groups of workers are recursively split 
again according to the same criterion. This sorts the workers, based on their 
characteristics, into “leaves” with similar estimated treatment effects. 

While a single causal tree finds the splits which best capture treatment ef-
fect heterogeneity in the sample considered, the estimates of single trees can 
be nonrobust. A causal forest resolves this issue by making use of the output 
of many trees. Each tree is estimated on a random subsample of the workers, 
and only a random subset of the characteristics is considered when evaluating 
each split. Because of this, trees are not identical to one another, and the causal 
forest reveals relationships that hold consistently across random subsamples 
of workers. The causal forest estimates treatment effects for each worker 
based on the outcomes of neighbours who end up in the same leaf in the for-
est’s trees. We refer to these predicted treatment effects as conditional average 
treatment effects, CATEs. In our setting, a large CATE means that the pre-
dicted earnings loss for a worker is small (i.e., less negative). 

A key advantage of causal forests relative to traditional sample splitting 
approaches is the data-driven way in which characteristics and thresholds are 
selected. This leaves little room for the potentially arbitrary choices that re-
searchers might otherwise make when choosing which groups to compare. 
Another important strength of the forest is its mitigation of overfitting, i.e., the 
problem of finding spurious heterogeneity when testing across many different 
splits of the data. This is achieved by constructing trees using the approach 
known as honesty, and by employing 5-fold estimation (both are discussed in 
more detail below). Finally, the forest is very flexible when it comes to cap-
turing nonlinear effects of worker characteristics and high-order interactions. 

3.2 Implementation of GRF 
We define treatment status as binary, corresponding to whether the individual 
was displaced during a plant closure in the year t0. The outcome used for es-
timating the causal forest is annual earnings in the year t1 after displacement, 
normalised by annual earnings in t−1. We include all covariates listed in Sec-
tion 2.2 and discussed in more detail in Appendix A. 

For efficiency (see Nie and Wager, 2021), the displacement status ௜ܹ  and 
size of loss ݕ௜are made orthogonal to the vector of observed worker charac-
teristics ݔ௜  before estimating the causal forest. Two separate regression for-
ests38 are constructed to estimate the conditional propensity score  ݁̂௜ = ௜ܹ|ݔ௜  

                               
38 The regression forests (Breiman, 2001) are similar in spirit to the causal forest. One regres-
sion forest predicts the probability of displacement as a function of the covariates ݔ௜, while the 
other predicts the earnings loss as a function of ݔ௜  (without considering treatment status). The 
data are split into “prediction trees”, each of which allocates the sample of workers into ”leaves” 
based on their characteristics so as to best predict their displacement status or t1 earnings. The 
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and marginal response function ෝ݉ ௜ = -௜. The treatment status and the outݔ|௜ݕ
come are residualized to obtain  ෩ܹ௜ = ௜ܹ − ݁̂௜  and ݕ෤௜ = ௜ݕ − ෝ݉௜. The causal 
forest is then estimated using these residualized values. 

We employ 5-fold estimation with a held-out test set. The training set con-
sists of all displaced workers from 80 percent of the closing establishments, 
as well as their matched controls (the matching procedure is described in Sec-
tion 2.5). The training set is divided into 5 folds, containing an equal number 
of closing establishments. Each fold is left out in turn, and a causal forest is 
estimated on the remaining folds. This forest is then used to predict CATEs 
for the left-out fold. No information about a worker or his establishment is 
therefore used when predicting that worker’s CATE. This minimizes the risk 
of overfitting, i.e. capturing idiosyncratic patterns in the data. All ranking of 
workers according to their CATEs is done within each of the five folds sepa-
rately. The 20 percent of closing establishments which are in the test set to-
gether with their workers’ matched controls are used for evaluating different 
targeting policies in section 7. The test set is also divided into five folds; each 
of the causal forests estimated using the 5-fold procedure in the training set is 
used to predict CATEs for one test set fold. 

All sampling and splitting conducted by the causal and regression forests’ 
trees is clustered at the establishment level. This is important, because that is 
the level at which the shock of displacement takes place. Sampling workers 
from the same establishment into different trees and using them to estimate 
each other’s CATEs could lead to overfitting. 

The workers drawn when constructing each of the forest’s trees are ran-
domly divided into two halves, one of which is used for determining which 
splits to make, and the other for estimating CATEs within the resulting leaves. 
This is known as honesty and serves to mitigate overfitting. Honesty ensures 
the estimates’ consistency and asymptotic normality (Athey et al., 2019). 

4. Distribution of Heterogeneous Effects 

4.1 GRF Output and Calibration 
Figure 2 contains a histogram of CATEs for workers in the training set, as 
estimated by GRF. The outcome is annual earnings in the year t1 relative to 
the t−1 baseline. The histogram reveals considerable variation in displacement 
losses, with some worker groups predicted to cope with displacement rela-
tively well. Others are severely affected, with a long tail of workers who suffer 
large losses extending from the median to the left. The CATEs are negative 

                               
regression forest combines the output of many trees, with each tree being estimated on a random 
subsample of workers. The forest then predicts the probability of displacement or the t1 earnings 
for each worker. 



 

133 

for all workers; there is no worker group for whom displacement is estimated 
to lead to higher earnings. 
Figure 2: Distribution of causal forest predictions of displacement losses in terms of 

normalised earnings in the year t1 

 
Note: Frequency distribution of predicted causal forest CATEs for the training sample of work-
ers. The outcome is labor earnings in the year after displacement (t1) as a fraction of pre-dis-
placement earnings in the year t−1. 

In most of this paper, we only use these estimated CATEs of displacement to 
classify workers, industries and locations for further analysis. We then calcu-
late displaced-control differences within these groups and use these as our 
baseline estimates of displacement losses. We sometimes refer to such within-
group displaced-control differences as ATEs, in constrast to the CATEs, 
which are produced by the GRF. However, it is still necessary to understand 
whether the CATEs are well-calibrated. 

The most formal way of testing the forest’s calibration is by using the best 
linear predictor test (Chernozhukov et al., 2020). It assesses whether GRF can 
predict both the average treatment effect and variations around this average 
effect correctly. The causal forest’s CATE estimates τˆi and the regression for-
ests’ orthogonalised earnings outcome ݕ෤௜ = ௜ݕ −  and displacement (ݔ|௜ݕ)෠ܧ
probability ෩ܹ௜ = ௜ܹ − )෠ܧ ௜ܹ|ݔ) are used for this purpose. The ݕ෤௜  are re-
gressed on a function of ෩ܹ௜  and  ߬̂௜  as follows:  ݕ෤௜ = ൫߬̅ ෩ܹ௜൯ߙ + ߚ ቀ(߬̂௜ − ߬̅) ෩ܹ௜ቁ + ,௜ߝ ߬̅ = ∑ ߬̂௜௜ܰ  
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The parameter ߙ estimates how well the forest’s average predicted treatment 
effect fits the data. If the GRF’s prediction of the average displacement effect 
is correct, then ߙ =  1. The parameter ߚ measures if heterogeneity in treat-
ment effects is adequately captured. If ߚ is significantly different from zero, 
the null of no heterogeneity in treatment effects can be rejected. Optimally, ߚ =  1. If ߚ <  1, there is overfitting by the GRF, as its predicted deviations 
from the mean are larger than the actual deviations from the mean. If ߚ >  1, 
the forest does not capture all of the heterogeneity present. This omnibus test 
results in ߚ =  1.57 and ߙ =  1.06, with both being significantly different 
from zero at conventional levels. This means that the null hypotheses of no 
displacement effect and of no heterogeneity in displacement effects are re-
jected. The value of ߚ implies that the degree of heterogeneity is underesti-
mated. However, this is a much smaller concern than overfitting would be. 

4.2 Heterogeneity in Terms of Earnings 
To illustrate the heterogeneity that we find, workers are sorted into deciles 
based on their estimated displacement effects from GRF (CATEs). Those who 
suffer the most are placed into Decile 1 and those who are the most resilient 
into Decile 10.39 We then calculate average effects for displaced workers in 
each decile by taking the observed difference between the displaced and con-
trols in the decile.40 We label these average effects ATEs and plot them in 
Figure 3. It shows that there is substantial heterogeneity in effects of jobb loss, 
and that the GRF has successfully identified groups of workers who are more 
and less affected. Displaced workers in the lowest decile lose 46 percent of 
their earnings compared to controls. The size of the loss decreases monoton-
ically when moving up the deciles, and is only five percent of earnings in 
Decile 10. 

These estimates can also be used to assess the degree of underfitting as 
identified by the best linear predictor test in Equation 4.1. To this end, the 
dashed line in Figure 3 plots the average CATEs within each decile for com-
parison. These underestimate losses in the left tail and overestimate losses in 
the right tail, with their dispersion more compressed towards the mean than 
that of the ATEs. This is consistent with the underfitting result of the calibra-
tion test. For this reason, we predominantly use the CATEs to rank workers, 
and rely on ATEs as baseline estimates of displacement losses. 

An alternative method of calculating treatment effects within groups of 
workers is to compute average inverse-probability weighted scores (AIPW). 

                               
39 The division into deciles is done within each of the five folds generated by the 5-fold proce-
dure when implementing GRF estimation in Section 3.2. 
40 We rely on the matching procedure in Section 2.5 to ensure that the displaced and controls in 
each decile are comparable. 
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These are based on the displacement propensity and earnings predictions pro-
duced by the two regression forests which are run for orthogonalization prior 
to implementing the causal forest. AIPW has the advantage of giving correct 
estimates even if only one of these two regression forests is correctly speci-
fied. AIPW scores within each CATE decile are also plotted in Figure 3. These 
are similar to the ATEs; in each case, the AIPW estimate lies within the ATE 
estimate’s 95% confidence interval. The small size of the gains provided by 
AIPW estimation confirms that our matching procedure has been successful 
in identifying comparable controls for the displaced workers. For this reason, 
we calculate ATEs as simple displaced-control differences within worker 
groups in the remainder of the paper. 
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Figure 3: Effects of displacement on normalised  
earnings in the year t1, by CATE deciles 

 
Note: Workers ranked according to treatment effect estimates from GRF and divided into dec-
iles, with Decile 1 containing the most severely affected and Decile 10 the least affected. ATE 
estimates within deciles estimated as regressions of normalised earnings in the year t1 on dis-
placement. AIPW scores based on causal forest treatment effect estimates and regression forest 
estimates of t1 earnings and displacement propensity. 95 percent confidence intervals of the 
ATE estimates shown. 

4.3 Heterogeneity in Terms of Employment and Long-Run 
Effects 
Even though the causal forest is calibrated to capture heterogeneity in earnings 
losses in the year t1, we are also interested in effects on other labour market 
outcomes. In particular, we consider the binary employment measure, which 
captures whether an individual participates in the labor market during a year.41 

Also, it is important to understand whether heterogeneity in t1 is transient or 
whether it can predict the size of losses in later years. 
  

                               
41 Note that this measure is closely related to the earnings outcome, as it is defined as earning 
at least three times the minimum monthly wage during the year. 
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Figure 4: Effects of displacement on employment in the year t1, by CATE deciles 

 
Notes: Workers ranked according to GRF CATE estimates for t1 earnings and divided into dec-
iles, with Decile 1 containing the most severely affected and Decile 10 the least affected. ATE 
estimates within deciles estimated from regressions of employment in the year t1 on displace-
ment. Employment status defined as having annual earnings above three times the minimum 
monthly wage. 95 percent confidence intervals shown. 

We once again rank workers by their GRF CATEs and subdivide them into 
deciles. The ATEs within each decile are presented in Figure 4. The average 
displaced worker is 14 percentage points less likely to be employed following 
displacement, but this masks substantial differences. The GRF is able to cap-
ture this heterogeneity remarkably well. Workers in the top decile of CATEs 
are only four percentage points more likely to be non-employed, compared to 
34 percentage points for those in the bottom decile, the effects differing by a 
factor of 10. 
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Figure 5: Earnings and employment effects  
when splitting the sample using GRF CATEs 

 
Notes: Effects as the mean difference between the displaced and the corresponding control 
group workers. The outcomes are annual labor earnings (normalized by earnings in the year 
before displacement t−1), and employment status, defined as having annual earnings in excess 
of three times the minimum monthly wage. The decile of CATEs around the median corre-
sponds to those between the 45th and 55th percentiles. 95 percent confidence intervals shown. 

Figure 5 presents evidence that the size of displacement effects in the year t1 

is strongly predictive of long-run outcomes. We plot how normalised earnings 
(Panel a) and employment probability (Panel b) develop from t−3 to t10 among 
workers in the top and bottom deciles, as well as among workers in the decile 
centered on the median CATE.42 The size of losses in t1 predicts losses for the 
entire follow-up period. The earnings losses of the hardest-hit decile in the 
year t5 are six times larger than those of the most resilient decile. Employment 
effects are equally persistent, with the hardest-hit workers having a six times 
higher probability of being non-employed compared to the least affected ones 
five years after displacement. There is some convergence in absolute terms 
towards the end of the period, but the difference between workers in the top 
and bottom deciles remains statistically significant at the 95 percent level 
through t10. In relative terms, the earnings differential between the deciles is 
actually not estimated to decrease at all. Convergence does seems to happen 
somewhat more quickly when it comes to employment, with the median 
worker having almost attained the levels of the top decile by t5. The strong 
predictive power of t1 losses on outcomes in following years means that we 
capture heterogeneity which is relevant for displaced workers’ welfare over 
the medium and long run. Thus, the characteristics analyzed in the sections 
below do not only have an effect on workers’ immediate post-displacement 
outcomes, but remain relevant over long time horizons. 

                               
42 The sample size decreases after t4 because we do not have data for years after 2017 and be-
cause some workers reach the typical retirement age of 65. 
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5. Understanding the Heterogeneous Effects of 
Displacement 

5.1 Observed Heterogeneity and Causality 
We now shift focus to exploring how worker characteristics and the conditions 
under which displacement occurs are related to magnitudes of post-displace-
ment losses. The aim is to give a detailed characterisation of workers who are 
severely affected, as well as of those who prove resilient. As in any explora-
tion of treatment effect heterogeneity, we correlate attributes with estimated 
effects. The estimated earnings loss within each split of the data should be 
considered a causal effect of displacement for that worker group, but the splits 
themselves should not be given a causal interpretation. When comparing dis-
placement effects among workers with, for example, different levels of edu-
cation, we will ݅) claim that the effects for each education group should be 
interpreted as causal and ݅݅) claim that the differences in estimates between 
the education groups describe differences in causal effects. However, we do 
not claim that the differences only arise because of education per se, as edu-
cation may be correlated with other important attributes, whereof some may 
be unobserved. 

5.2 Characterizing Workers with Different Magnitudes of 
Displacement Losses 
To understand how different covariates are related to the size of displacement 
losses, we consider how their average values change for workers with differ-
ent estimated CATEs from the causal forest.43 Figures 6 and 7 contain plots of 
average values of each characteristic against estimated displacement effects. 
Non-binary variables are standardized by their grand mean and standard devi-
ation, whereas average values of dummy variables are reported at their empir-
ical values. The size of bubbles corresponds to the number of workers who 
have CATEs of the corresponding size. 
  

                               
43 To illustrate that the CATEs correspond well to within-group ATEs (i.e. displaced-control 
differences), we plot CATEs against ATEs in Figure 11 in Appendix B. It is clear that CATEs 
predict actual displaced-control differences very well, although they are somewhat shrunk to-
wards the average effect of displacement. This follows from the results of the best linear pre-
dictor test (Equation 4.1) and from the plots in Figure 3. 
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Figure 6: Worker, location and industry characteristics, by estimated CATE 

 
Notes: Average values of variables calculated among groups of workers with different causal 
forest CATE estimates. Variables standardized by their mean and standard deviation across the 
full sample of workers. Size of bubbles represents number of workers with given CATE.  
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Figure 7: Worker, location and industry  
characteristics, by estimated CATE (continued) 

 
Notes: Average values of variables calculated among groups of workers with different causal 
forest CATE estimates. Nonbinary variables standardized by their mean and standard deviation 
across the full sample of workers. Non-standardized values of dummy variables reported. Size 
of bubbles represents number of workers with given CATE. 

Resilient workers tend to be younger and are more likely to have moved across 
local labor market boundaries in the past. They have more general human cap-
ital than non-resilient workers, having more years of schooling and being more 
likely to hold an education in STEM fields. Resilient workers also tend to have 
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a higher level of earnings before becoming displaced. On the other hand, they 
seem to have less firm-specific human capital, as evidenced by their shorter 
job tenures. Non-resilient workers are more likely to have routine jobs. This 
is related to their concentration in manufacturing industries. They are also ex-
posed to other unfavorable industry characteristics, such as bad long-term and 
short-term trends, as well as low churn rates. Non-resilient workers are more 
likely to live in rural areas with high unemployment rates and high manufac-
turing shares. This translates into their establishment’s closure displacing a 
larger share of workers in their industry-location cell. These results are in line 
with what is expected based on theory and previous studies.44 

Plots corresponding to Figures 6 and 7 for individuals’ migration back-
ground are presented in Figure 13 in Appendix B. Natives who have moved 
across regional boundaries in the past are expected to do better than those who 
live in their region of birth. Interestingly, first-generation international mi-
grants are concentrated in the middle of the distribution, being less likely to 
make it into the top tail, but also somewhat less likely to end up among the 
most severely impacted workers. Their absence among the hardest-hit workers 
might be explained by their concentration in large cities. 

5.3 Heterogeneity Conditional on Age and Education 
Two characteristics which are revealed to be of particular importance in Fig-
ure 6 are age and years of schooling. These factors have also been identified 
to be crucial by previous studies (see e.g., the overview in Kuhn, 2002). Their 
importance for the causal forest’s estimated CATEs is confirmed by Panel A 
of Figure 8, where average CATEs within age-schooling cells are plotted. The 
smallest predicted earnings losses are found among workers with post-second-
ary education in the bottom half of the age distribution. The largest predicted 
losses are concentrated among the oldest workers without post-secondary ed-
ucation. These predictions are confirmed in Panel B, where displacement ef-
fects are estimated as differences between the displaced and controls within 
each age-education cell. The causal forest’s shrinking of the true displacement 
effect distribution to the mean is evident from the higher dispersion in esti-
mated within-cell ATEs as compared to CATEs (Panel B). The ranking of 
age-education cells in terms of size of losses is nevertheless the same. Young 
workers with at least a bachelor’s degree lose less than ten percent of their 
earnings, whereas old workers who have not completed high school suffer 
losses of over 40 percent. 

                               
44 The importance of these characteristics is confirmed by the variable importance measure 
presented in Figure 12 in Appendix B. This metric is based on the number of times the causal 
forest’s trees split on a particular variable. Age is the characteristic used for making splits most 
frequently, followed by plant size, routineness, different location and industry characteristics 
and education. 
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Figure 8: Displacement effects across and within age-education cells 

 
Notes: Workers divided into cells by age deciles and years of schooling. Panel A: Average 
values of causal forest CATEs within each cell. Panel B: Regression estimates (ATEs) of dif-
ferences between displaced and controls within each cell. Panel C: Regression estimates of 
differences between displaced and controls among the most resilient quartile (according to GRF 
CATEs) within each cell. Panel D: Regression estimates of differences between displaced and 
controls among the least resilient quartile (according to GRF CATEs) within each cell. 

In spite of age and education level being important predictors of the size of 
displacement losses, considerable heterogeneity exists among individuals 
within each age-education cell. This is shown in Panels C and D of Figure 8. 
Panel C plots ATE estimates among the most resilient quartile within each 
age-education cell, while Panel D shows corresponding estimates for the least 
resilient quartile. Differences in the losses experienced by the least-hit and 
hardest-hit quartiles in each cell are substantial. While the most successful 
among the young and highly educated do better than the best quartile of the 
old and low-educated, there are nevertheless groups of low-educated older 
workers who incur fairly mild losses of under 20 percent of pre-displacement 
earnings. This is similar to what is experienced by the group of highly-edu-
cated young workers as a whole. The worst quartile of relatively well-educated 
young workers does as badly as older workers with only a compulsory educa-
tion do on average. The fact that we have been able to correctly identify resil-
ient and non-resilient worker groups conditional on age and education is a 
testimony to the power of GRF estimation. 
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The existence of substantial heterogeneity within age-education categories 
raises the question of what factors might underlie it. To investigate possible 
drivers, we focus on the two extreme age-education groups. These are on the 
one hand workers under the age of 30 who have attained at least a bachelor’s 
degree and on the other workers older than 50 who have not completed high 
school. While the first group tends to do better than the second one on average, 
there is overlap in terms of displacement effects, as can be seen in Panel A of 
Figure 9. To understand what drives this dispersion, we plot averages of co-
variates for individuals with different causal forest CATEs within these ex-
treme groups in Figures 14-17 in Appendix B.45 It is clear that industry- and 
location-specific factors play an important part. Resilient workers are unlikely 
to work in manufacturing, and are found in industries with relatively high 
growth and churning rates. They live in densely populated areas, which are 
home to growing industries, and have low manufacturing shares. 

Panels B-D of Figure 9 focus on two prominent characteristics, namely 
whether a worker is displaced from manufacturing and the population density 
in the worker’s local labor market. In Panel B, the probability of a worker 
being in manufacturing and the local population density are plotted by GRF 
CATEs for the old and low-educated group. There are very strong and monot-
onous relationships between these variables and estimated displacement 
losses. The most vulnerable workers are exclusively found in manufacturing, 
while the least exposed ones are almost entirely displaced from non-manufac-
turing industries. Those with the lowest CATEs tend to live in rural areas, with 
population densities of about 40; those with high CATEs are concentrated in 
the dense Stockholm region. Corresponding patterns are found among young 
highly-educated workers, as evidenced by Panel C. Manufacturing shares drop 
and population density rises when moving up the CATE distribution. Finally, 
these patterns can also be seen to hold in the full sample, unconditional on age 
and education, in Panel D. Interestingly, workers in the very top tail of the 
CATE distribution in Panels C and D are actually more likely to come from 
manufacturing industries. This is driven entirely by highly educated workers 
who have studied STEM fields (i.e. engineers), as illustrated in Figure 18 in 
the Appendix. This particular group of workers is able to cope fairly well with 
displacement, in spite of being displaced from manufacturing.46 
  

                               
45 Corresponding plots for migration variables are presented in Panels B and C of Figure 13 in 
Appendix B. 
46 We would have been unlikely to discover this interesting result using a traditional sample-
splitting approach. The causal forest’s ability to pick up non-linearities is key to understanding 
such complex relationships. 
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Figure 9: Dispersion of CATEs within extreme age-education groups and their 
relationship with manufacturing industries and local population density 

 
Note: Workers who are (a) younger than 30 and have at least 15 years of education (b) older 
than 50 and have at most 10 years of education. Panel A: Histograms of causal forest CATEs 
within these groups. Panels B-D: Share of manufacturing workers and average population den-
sity within each CATE cell, for the two groups and for the full sample. Cells defined as CATE 
bins of one percentage point. Bins containing fewer than ten workers dropped. 

We confirm that the relationships identified in Figure 9 hold by calculating 
ATEs within groups defined by manufacturing and location density in Table 
7 in Appendix B. Among older, less-educated workers, as well as among the 
general worker sample, manufacturing workers have much higher losses. This 
is not the case for young, highly-educated workers, as two thirds of manufac-
turing workers in this group have education in STEM fields. Columns 3 and 4 
confirm that STEM-educated manufacturing workers do much better than 
manufacturing workers without a STEM education. In the full sample of work-
ers, their earnings losses of 19 percent are comparable to the average among 
non-manufacturing workers, while other manufacturing workers suffer losses 
of 31 percent. Rural workers lose more than urban ones47 in all three samples, 

                               
47 We define rural locations as those with a population density of less than 40 persons/km2, 
whereas urban locations are those with a population density of more than 100 persons/km2. 
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but the gap is more pronounced among older, low-educated workers and less 
pronounced among young, highly-educated workers. 

The strong relationship between location and industry conditions and dis-
placement losses conditional on age and education implies that semi-aggre-
gate factors are important for worker outcomes. We analyze this aspect further 
in Section 6. 

6. Location and Industry Conditions 
As evidenced by Figure 9, much of the heterogeneity residual on age and ed-
ucation seems to be related to semi-aggregate conditions at the local labor 
market or industry level. While population density and manufacturing seem 
to be the most important predictors of residual displacement losses, it is diffi-
cult to consider them in isolation without the other location and industry char-
acteristics. Thus, this section explores combinations of location and industry 
characteristics as observed to exist in our sample. We classify locations and 
industries as “good” or “bad” after controlling for differences in worker com-
position. The results show that workers displaced under bad semi-aggregate 
conditions suffer much larger loses than those displaced in conditions which 
are benign. Although rates of location and industry mobility are higher for 
those displaced in bad conditions, this does not improve their outcomes to 
match those of workers displaced in good conditions. A possible explanation 
for this is the very low geographical mobility of all worker groups. 

6.1 Classifying Locations and Industries 
We characterize how treatment effects vary across different location and in-
dustry characteristics separately. A crude way to classify locations or indus-
tries as “good” or “bad” would be to rank them according to the average of 
CATEs within each unit. However, workers are likely to be sorted across re-
gions and industries based on other characteristics. For example, workers who 
live in an urban region might be younger, more educated and more likely to 
have an immigrant background than those who live in rural areas. We there-
fore use the causal forest to estimate treatment effects in each region and in-
dustry for the full population of displaced workers. 

We divide the characteristics X based on whether they capture aspects of 
the location or industry, or are instead related to the displaced worker or the 
lost job. The location characteristics are population density, unemployment 
rate, manufacturing share, short-term and long-term exposure to industry 
trends and concentration of employment across industries. The industry-level 
variables consist of dummies for manufacturing and typically public sector 
industries, churn and reallocation rates, average wages, as well as exposure to 
forward-looking short-term and backward-looking long-term trends. All other 
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covariates included in the analysis describe features of the individual worker 
or his workplace at a micro level. The empirically observed vectors of loca-
tion, industry and micro-level characteristics are denoted XL, XS and XW, with 
location characteristics in location l denoted Xl

L, industry characteristics in in-
dustry s denoted Xs

S, and worker and workplace characteristics of worker w 
Xw

W. The location and industry where worker w was displaced are denoted 
l(w) and s(w), with Xl

L
(w) and Xs

S
(w) being the corresponding location and in-

dustry characteristics. 
We estimate partial dependence functions for the location and industry 

characteristics by setting them in turn to the values observed in each location 
or industry, while holding the other variables at their empirical levels.48 We 
re-calculate displacement effects for these new values using the GRF model 
and take their mean to evaluate how they affect the size of displacement losses: 

 ߬௟௅ = ଵே ∑ CATE(ܺ௅ = ௟ܺ௅, ܺ௦(௪)ௌ , ܺ௪ௐ)ே௪ୀଵ ,  ߬௦ௌ = 1ܰ ෍ CATE( ௟ܺ(௪)௅ , ܺௌ = ܺ௦ௌ, ܺ௪ௐ)ே
௪ୀଵ  

(1) 

 ߬௟௅  and ߬௦ௌ  estimate average displacement effects if all workers experienced 
the conditions in location l or industry s and N is the number workers in the 
sample. These measures capture the effect of these conditions across the full 
distribution of workers, making full use of the GRF’s non-linear nature. They 
are not affected by the sorting of individuals across regions or industries, al-
lowing an objective assessment of which of them are associated with larger 
losses. 

6.2 Good and Bad Locations and Industries 
We rank locations l by the size of their ߬௟௅  and industries s by the size of their ߬௦ௌ  as estimated by Equation 1. We then split them into quartiles, and focus on 
the quartiles with the highest and lowest displacement effects. These are re-
ferred to as “good” and “bad” locations and industries respectively. 

Average values of each location characteristic in good and bad locations 
are presented in the top panel of Table 1. Good locations are much more 
densely populated than bad ones, which explains why they hold a larger share 
of the workers in our sample. They also have lower local unemployment rates, 
smaller manufacturing shares and a more dynamic and growing industry mix. 

                               
48 This is done within-year, but we suppress the time dimension for presentation reasons. We 
then average results for the location or industry across years. 
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In comparison, bad locations are rural areas with high unemployment and in-
dustries exposed to structural change. Employment opportunities for displaced 
workers are likely to be lacking in such areas. 

Bad industries are almost exclusively found in manufacturing, while good 
industries are in non-manufacturing sectors. As expected, this leads to bad 
industries having lower churning and reallocation rates, as well as declining 
employment in both the short and the long run. 

Table 1: Sample statistics for good and bad locations and industries 

 
Note: Location/industry quality measured by placing all workers into all location/industry con-
ditions and predicting CATEs using GRF. Locations/industries are then ranked by average 
CATE, with good ones being above the 75th percentile and bad ones being below the 25th 
percentile. Good locations/industries have more workers as they are more populous/larger on 
average. Significance level: * p<0.10, ** p<0.05, *** p<0.01. 

To understand how location and industry conditions affect workers’ displace-
ment losses, we first compare the outcomes of workers displaced in good and 
bad locations and industries. These are shown in Panel A of Table 2. Those 
who lose their jobs under bad aggregate conditions suffer much more than 
those who are displaced under better conditions. If displaced in the top quartile 
of locations, a worker loses 21 percent of their earnings; if displaced in the 
bottom quartile, a worker loses 1.5 times as much (32 percent). For industries, 
the difference is even larger, with expected losses in the top quartile amount-
ing to 18 percent, compared to 32 percent in the bottom quartile. However, 
these gaps might not be due to location or industry conditions, but instead be 
caused by differences in worker composition across locations and industries. 
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We would like to compare locations and industries holding the worker com-
position fixed. To this end, we estimate propensity scores for the probability 
that a worker ends up in a good or bad location or industry using logit.49 We 
then assign individuals weights corresponding to the inverse of these scores 
and re-estimate displacement effects in Panel B. The estimates do change in a 
direction which suggests sorting of more resilient workers into better indus-
tries (weighted estimates numerically closer than unweighted estimates), 
whereas the selection of resilient workers into better locations is not very pro-
nounced (weighted and unweighted estimates give similar results). This points 
to location and industry-specific factors being drivers of displacement losses, 
rather than just being correlated with adverse individual characteristics. 

Table 2: Displacement effects in different locations and industries 

 
Note: The outcome is labor earnings in t1 (normalized by earnings in t−1). Panel A shows mean 
earnings differences between displaced workers and matched controls in different location and 
industry conditions. Panel B weighs the workers in each cell by the probability that someone 
with their individual characteristics ends up in that cell using IPW. Location/industry quality 
measured by placing all workers into all location/industry conditions and predicting CATEs 
using GRF. Locations/industries are then ranked by average CATE, with good ones being above 
the 75th percentile and bad ones being below the 25th percentile. Good locations/industries 
have more workers as they are more populous/larger on average. Significance level: * p<0.10, 
** p<0.05, *** p<0.01. 

6.3 Comparing Importance of Location and Industry 
Characteristics to Individual Characteristics 
To get a sense of how important location and industry conditions are relative 
to individual characteristics, we classify workers as resilient and non-resilient 
based on their individual characteristics. To this end, we combine the worker 
characteristics with each combination of the location and industry conditions, 
and compute for each worker w: 

                               
49 The logit regression is based on demographic, family, mobility and human capital character-
istics. It ignores the block of characteristics related to the lost job, as these are closely related 
to industry. 
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߬௪ௐ = 1ܰ௅ × ܰௌ ෍ ෍ CATE( ௟ܺ௅, ܺ௦ௌ, ܺ௪ௐ)ேೄ
௦ୀଵ

ேಽ
௟ୀଵ  

where ܰ௅  and ܰௌ  are the number of locations and industries respectively. The ߬௪ௐ  only reflects differences in worker-level characteristics since we place 
each worker into the same location and industry conditions. We use this meas-
ure to classify workers as either resilient or non-resilient.50 

To illustrate that aggregate conditions matter for displaced workers we 
compare differences between resilient and non-resilient workers to differences 
between good and bad aggregate conditions. Columns 1–3 of Table 3 show 
earnings effects when splitting the sample on the worker dimension. The esti-
mated earnings loss is 14 percent for the most resilient worker quartile and 31 
percent for the least resilient worker quartile, a difference of roughly 17 per-
centage points. Columns 4–6 show that the earnings loss is 17 percent under 
good aggregate conditions (the top quartile of both locations and industries), 
and 35 percent under bad aggregate conditions (the bottom quartile of both 
locations and industries). The difference of 17 percentage points is similar to 
the one between resilient and non-resilient workers. This supports the notion 
that the size of displacement losses is determined by both individual charac-
teristics and aggregate conditions. 

6.4 Mobility when Faced with Adverse Aggregate Conditions 
The fact that conditions at the location and industry level are important for the 
effects of job loss suggests a clear link to mobility. In the extreme, if workers 
were perfectly mobile across locations and industries, such aggregate condi-
tions would not matter. On the other hand, it is not clear whether mobility after 
displacement should matter for the outcomes of workers who are displaced in 
“good” regions or industries. Displacement does have an effect on geograph-
ical and industry mobility, as documented in Section 2.6; here we study 
whether the impact differs depending on the conditions under which a worker 
is displaced. The units of analysis are the 72 local labor markets and 211 three-
digit industries. Both outcomes are measured three years after displacement 
so as to capture what happens after workers have had time to adjust to the 
shock. As we analyze different sets of initial location and industry conditions, 
all regressions are weighted to capture differences in worker composition ac-
cording to the procedure described in Section 6.2. 
  

                               
50 It would be preferable to compute the average of CATEs if a worker were placed in all com-
binations of location and industry rather than to use the results of Equation 2. However, it is 
prohibitive in terms of time to re-shuffle each worker into all combinations of location and 
industry conditions. 
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Table 3: Displacement effects across worker and aggregate conditions 

 
Note: The outcome is labor earnings in t1 (normalized by earnings in t−1). Columns 1–3 split the 
sample by worker resilience, where resilience is based on each workers’ predicted earnings 
fromm GRF when placed in all workers in all location and industry conditions (see Section 6.3 
for details). Columns 4–6 split the sample by location and industry quality. Location/industry 
quality measured by placing all workers into all location/industry conditions and predicting 
CATEs using GRF. Locations/industries are then ranked by average CATE, with good ones 
being above the 75th percentile and bad ones being below the 25th percentile. Good loca-
tions/industries have more workers as they are more populous/larger on average. Significance 
level: * p<0.10, ** p<0.05, *** p<0.01. 

Panel A of Table 4 focuses on location mobility. The effect of displacement 
is larger for workers in bad locations than for those in good locations. This is 
expected, since workers in bad locations are more likely to have to move in 
order to find new employment. However, in absolute terms, the size of the 
effect remains small; geographical mobility is low regardless of where a 
worker is located. Results for industry mobility, conditional on finding new 
employment, are presented in Panel B. Those displaced from bad industries 
are more likely to switch, as expected. Workers in bad locations are more 
likely to switch industries than workers in good locations. This might be be-
cause employment opportunities in these regions are scarce, forcing them to 
switch industries in order to find new work. 

What kind of locations do the displaced move to? Table 5 presents esti-
mates of the effects of displacement on moving to locations with different 
characteristics. Displacement increases the probability of moving to locations 
of all types, but it is clear that workers tend to move to locations with better 
labor market opportunities. The first two columns focus on the population 
density of the t3 location compared to the one the worker inhabited in t−1. Dis-
placement increases the probability of moving to a more dense location by 
0.75 percentage points, compared to 0.57 percentage points for moving to a 
less dense location. Similar results are found for the probability of moving to 
regions with lower and higher local unemployment in columns 3-4. Columns 
5-6 consider whether workers move to locations which are estimated to have 
higher or lower quality (size of ߬௟௅) by our GRF model. The estimated effects 
are in line with those found for population density and local unemployment. 
Finally, in the last two columns, we investigate whether workers tend to move 
to areas which are estimated to be high-quality for them personally. This is an 
aspect which is difficult for individuals to observe, unlike urbanisation and the 
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states of local labor markets. We measure this personalized quality by the size 
of the displacement loss GRF predicts the worker would have if displaced in 
the region where he or she moves to compared to the one where he or she was 
actually displaced. The results do point to workers moving to regions which 
are a better fit for them personally, but there is some indication that the effect 
is weaker than for the other, more easily observable regional characteristics. 
This suggests that workers might not have a full understanding of what con-
ditions favor them personally, but instead consider factors that tend to be good 
for workers in general. 
Table 4: Location and industry mobility and aggregate conditions when displaced 

 
Note: Location mobility across 72 local labor markets and industry mobility across 211 indus-
tries between t−1 and t3. Industry mobility measured only if the worker is employed three years 
after displacement. Location/industry quality measured by placing all workers into all loca-
tion/industry conditions and predicting CATEs using GRF. Locations/industries are then ranked 
by average CATE, with good ones being above the 75th percentile and bad ones being below 
the 25th percentile. Good locations/industries have more workers as they are more popu-
lous/larger on average. Significance level: * p<0.10, ** p<0.05, *** p<0.01. 

7. Policy Targeting 
Given the potentially severe impact of displacement on workers, policymakers 
might wish to intervene to ameliorate the effects. The sizeable heterogeneity 
we find however suggests that supporting all groups of workers equally would 
be misguided; indeed, some groups of workers only suffer small losses, mak-
ing interventions unnecessary. This makes correct targeting of policies crucial 
so that efforts are directed towards the hardest-hit individuals. Such policies 
might take different forms, including cash transfers, re-training, and subsidies 
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for employers who hire displaced workers. Transfers directly alleviate the in-
come losses displaced workers experience, while the other interventions aim 
to improve their re-employment prospects. However, the strong correlation 
between the impact of displacement on earnings and employment, as well as 
between short-run and long-run effects, suggests they should be targeted to-
wards the same groups of workers. We therefore focus on identifying rules 
that policymakers can use to reach individuals with large losses in terms of t1 

earnings. 
Table 5: Displacement and moving to different types of locations 

 
Note: In Columns 1–2, the outcome is an indicator for moving to a more/less dense location 
between t−1 and t3. Columns 3–4 compare mobility to locations with lower/higher unemploy-
ment rates. Columns 5–6 examine mobility to better/worse locations, when ranking locations 
by the average predicted CATE after placing all workers into its local conditions. Columns 7–
8 defines better/worse based on predicted individual CATEs for each worker in the locations 
where they lived in t−1 and t3. Standard errors in parentheses. Significance level: * p<0.10, ** 
p<0.05, *** p<0.01. 

Firstly, we validate the performance of the GRF model when it comes to iden-
tifying hard-hit workers in the held-out test set (which contains workers from 
20 percent of the closing establishments, as well as their matched controls). 
Secondly, we use the test set to explore how close to GRF targeting it is pos-
sible to get using simple policy rules. Such rules might be necessary to employ 
in practice because policymakers are unlikely to have access to all the infor-
mation on which the GRF model draws, making its highly individualized, non-
parametric estimates unfeasible to estimate. Furthermore, it can be unethical 
to target interventions based on some of the characteristics used in the GRF, 
such as immigrant background or gender. 

Figure 10 assesses to what extent different policy rules succeed in reaching 
hard-hit individuals. We consider situations where between five and 25 per-
cent of those in our sample are targeted. The blue line shows the displacement 
effect among the selected workers if targeting is random. As expected, the 
earnings loss among this randomly selected group is close to the test set aver-
age of 24.6 percent. Selecting workers with the most negative GRF CATEs 
identifies a group of workers which is much more severely impacted, as shown 
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by the maroon line. The five percent of workers who are hit the hardest ac-
cording to GRF experience displacement losses of 54 percent. Among the 25 
percent hardest-hit, earnings losses are 41 percent. This shows that our model 
has been able to properly identify test set workers who are strongly impacted 
by displacement, even though it was constructed without using them in any 
way. The GRF therefore picks up relationships between worker characteristics 
and sizes of displacement losses that hold in the general population of Swedish 
displaced workers. 

The importance of age and education emphasised in Section 5.2 suggests 
comparing GRF-based targeting to targeting older workers or workers with 
low education. The green line in Panel a of Figure 10 shows the size of dis-
placement losses if workers are targeted based on their age, oldest first. Losses 
are 42 percent among the oldest five percent of workers, and 34 percent among 
the oldest quartile. Targeting the least-educated workers, shown by the yellow 
line, reaches workers who are on average less hard-hit than the oldest workers. 
The five percent least educated have losses of 37 percent, while those in the 
least educated quartile have losses of 32 percent. Combining age and educa-
tion information to target the oldest less-educated workers does not yield large 
improvements (light green line). Panel b considers targeting based on semi-
aggregate local and industry characteristics. If manufacturing workers are se-
lected at random, the losses of the workers reached by the policy are around 
36 percent. It is possible to improve targeting by selecting manufacturing 
workers in routine jobs, as shown by the light green line, but not by much. 
However, selecting older workers in manufacturing improves targeting signif-
icantly. The first five percent of individuals selected according to this rule 
suffer earnings losses of 48 percent; if a quarter of the individuals in the test 
sample are selected, their losses amount to 39 percent. Targeting workers in 
locations with low population density (shown by the red line) does not do as 
well in terms of identifying the hardest-hit individuals as targeting based on 
manufacturing. 
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Figure 10: Average effects of displacement on earnings for workers selected  
by different targeting policies 

 
Note: Difference between displaced and matched controls for different targeting mechanisms 
and targeting shares. Outcome is normalized earnings in ݐଵ. Effects estimated on held-out test 
set (20 percent of the closing establishments and the matched controls of their workers). Ran-
dom: random set of workers; GRF: workers with lowest estimated CATEs; Age: oldest workers; 
Education: workers with fewest schooling years; Age and education: Orders workers by five-
year age bins and schooling years; Manufacturing: manufacturing workers at random; Manu-
facturing and age: oldest manufacturing workers; Manufacturing and routineness: most routine 
manufacturing workers; Population density: least dense locations. 
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8. Conclusion 
Our paper contributes to a vast literature which attempts to understand why 
job displacement leads to detrimental outcomes for affected workers. Many 
explanations for post-displacement losses have been put forward. These have 
highlighted factors such as firm, industry and occupation-specific human cap-
ital (Kuhn, 2002; Neffke et al., 2022; Yakymovych, 2022), firm premia (Gul-
yas and Pytka, 2019), location mobility (Gathmann et al., 2020) and aggregate 
conditions (Davis and von Wachter, 2011). Our results confirm that determi-
nants of earnings losses after displacement are multidimensional, as substan-
tial heterogeneity remains even after conditioning on the most important fac-
tors. While older workers with lower levels of general human capital lose 
more on average, even young college educated workers can suffer substantial 
earnings losses if other circumstances are stacked against them. Aggregate 
demand-side conditions at the local and industry level play an important part 
in determining the size of losses, with rural and manufacturing workers more 
exposed. This pattern suggests that there is no easy rule that policymakers can 
follow to target retraining resources, or predict where the need for financial 
assistance will arise after negative shocks. The policy rule which comes clos-
est to achieving the targeting recommended by the causal forest is to focus on 
older workers in manufacturing. This is a group which suffers from a combi-
nation of detrimental individual and semi-aggregate conditions. 
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Appendix A: Data Details 
Below, we explain the different blocks of variables used in the analysis. 

Demographics 
Data on basic demographics are drawn from administrative population regis-
ters. Age is measured in years in November of each year. Gender is coded by 
a female dummy. A categorical immigrant variable takes the value zero for 
natives, 1 for second generation immigrants and 2 for first generation immi-
grants. It is derived from information on own (and parents’) country of birth. 
First-generation immigrants are those who are born outside of Sweden unless 
both parents are born in Sweden (thus, adopted are treated as native-born). 
Second generation immigrants are non-immigrants both of whose parents are 
born outside of Sweden. 

Family Status and Social Ties to Location 
Civil status is coded through two dummies. Married workers are within a for-
mal marriage, or cohabit with a partner with whom they have a common child. 
This definition is well in line with Swedish perceptions of “marriages” and is 
used in most research on Swedish data. Divorced is a dummy for workers 
whose marriage has ended and who are not currently defined as married ac-
cording to Married. 

To quantify the economic value of the partnership and degree of depend-
ence, our income share variable measures the subject’s labor earnings as a 
share of total household labor earnings. 

We measure the number of children in the household by two different var-
iables. All children contains the number of all children under the age of 18 in 
the household, whereas school children instead counts children aged 7 to 17. 
We make this distinction to allow the second variable to measure the addi-
tional impediments to mobility that may arise when children start school at 
age 7. 

Social ties to the current location are measured by two variables. First, we 
define a dummy for being born outside of the current county. This variable 
naturally takes the value 1 for all foreign-born.51 We further measure the num-
ber of residence moves across local labor market boundaries during the past 
10 years. This variable is a lagged counterpart of our key indicator for geo-
graphical mobility after the event. 

General Human Capital 
Years of schooling are based on the highest achieved level of education. Labor 
market experience is measured as the number of years employed during the 
10 years prior to displacement. Because of the tenure restriction, all displaced 

                               
51 The register information is based on the county of birth and cannot be disaggregated further. 
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workers must have been employed for at least three years and the variable 
therefore has a range from 3 to 10. 

In this category, we also include pre-displacement earnings. We measure 
these by earnings rank among the full population of displaced and controls in 
year t−1, as well as the change in earnings from t−3 and t−2 to t−1. The rank form 
of the first variable has been chosen to ensure orthogonality to time trends. 

Specific Human Capital 
It is likely that workers differ in how costly or difficult it is for them to switch 
firm and industry if hit by a negative shock. The ability to adjust along this 
margin is potentially determined by the degree to which the worker is tied to 
the closing firm or sector. In order to measure the empirical relevance of these 
aspects, we include variables capturing pre-closure establishment Tenure 
(truncated at 10) and the number of years spent in the same industry as the 
closing establishment (industry tenure, also truncated at 10). 

Furthermore, we characterize the specificity of education using data on the 
1digit level and 3-digit field of the highest achieved education (thus, high 
school programs and college majors). Our metric uses the fraction of workers, 
by education cell, that is employed in the ten main (3-digit) industries. The 
strategy follows Altonji et al. (2012).52 Examples of fields with high levels of 
specificity are pharmacists and nurses. 

We further include an indicator for STEM education beyond high school. 
We also provide a dummy for types of education that cater for the health or 
education sector. The reason is that many (although not all) of these profes-
sions are formally licensed. Thus, we refer to the dummy as Licensed. 

The Lost Job 
The causal impact of displacement for displaced workers will not only depend 
on their outside opportunities, but also on all aspects of the job that they just 
lost. We therefore define a number of variables capturing key aspects of the 
lost job. 

We first characterize the lost job by plant size in terms of employment in 
t−1, and plant size trend between t−3 and t−1 measured as the difference in 
log(plant size). 

In addition, we measure the wage premium associated with the closing 
plant. This feature was shown to be particularly important in the case of Aus-
tria studied by Gulyas and Pytka (2019). They studied mass layoffs and char-
acterized the affected firms by the firm wage effects as estimated conditional 
on person-fixed effects in the tradition of the AKM model (Abowd et al., 
1999). Indeed, there is a large literature discussing the origins of firm-specific 

                               
52 An alternative is provided by Leighton and Speer (2020) but their approach requires a full 
matrix where all types of education are present in all industries and is therefore less well suited 
to our granular data. 
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rents, and how they should be estimated and interpreted (see, e.g., Card et al., 
2018; Bonhomme et al., 2019; Lachowska et al., 2020, in the context of plant 
closures). A drawback of the AKM model is that it requires structural assump-
tions that we do not want to impose, and is likely to result in biased premium 
estimates for dying firms. We therefore take a slightly different route. As a 
reduced form measure of the pay level of the closing firm at the time of dis-
placement, we use the leave-one-out mean of residual earnings in year t−1 as 
in Card et al. (2013) and followers. For each displaced worker and potential 
control, we characterize the closing establishment environment by the average 
Mincer residual earnings of all co-workers at the same establishment. Residual 
earnings are computed through year-specific regressions of log earnings on 3-
digit industry indicators, years of schooling, field of education (2 digits), gen-
der, immigration status and a full set of age dummies.53 

We measure the routine task component of the lost job. To this end, we use 
data on routine intensity by occupation from Autor and Dorn (2013) and Goos 
et al. (2014). We translate the occupational codes into the Swedish nomencla-
ture. We have data on occupations for about half of our workers. We impute 
routine intensity for each worker based on the average routine score for those 
in the same detailed education-industry combination. 54 

We further construct a manager dummy for workers who are employed as 
managers. This information is drawn from the occupational codes, which we 
do not have for all workers, and therefore contains false negatives. To mitigate 
the problem, we impute manager status based on data from the previous three 
years if the information is missing in t−1. 

We calculate the relative size of the displacement event as the share of total 
employment by industry and location combination. This is motivated by pre-
vious studies, e.g. Cederlof¨ (2019) and Gathmann et al. (2020), that have 
found that the impact of being displaced in a large event is particularly severe. 
One possible explanation for this finding is that workers from the same event 
may compete with each other for the same job openings, and this type of com-
petition should be particularly problematic if the displacement event is large 
relative to the industry-specific local labor market. 

Finally, we generate a variable for education-industry match. This indicator 
takes on the value 1 for workers who were employed in one of the 10 main 
industries of their field before displacement (defined in the same way as for 
education specificity above). 

                               
53 The R2 in a regression of labor earnings on the plant wage premium measure among the 
displaced is around 22 percent. 
54 The leave-out correlation between our education-industry-based measure of routineness and 
routineness as measured directly based on occupation is 0.7. For cells where we have fewer 
than 100 workers we use data on the 1-digit industry and education (field+level) instead. The 
reason for not using occupation-level routineness directly is the large number of missing values 
this would lead to. 
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Industry 
There is ample evidence that workers on average have comparative ad-
vantages in their industry of employment and that shocks to this industry have 
an impact on their overall earnings prospects. Examples include the paper by 
Carlsson et al. (2016) for Sweden, which shows that that technology shocks 
have a larger impact on workers’ wages if the shocks are shared with other 
firms in the same industry and that this distinction is entirely driven by work-
ers with fields of education where most job-to-job mobility is within the in-
dustry. Similar arguments are made in Lamadon et al. (2019). It is also likely 
that displacement has more lasting negative effects in industries with low la-
bor turnover such as manufacturing than in fluid sectors such as restaurants. 
Overall, this suggests that workers who lose their jobs in declining low-turn-
over sectors will suffer more adverse consequences, in particular if much of 
their human capital is industry-specific. 

In order to quantify the conditions in each industry, we first construct 
timeconsistent industry indicators at the 3-digit level. This is a non-trivial en-
deavour as the codes changed three times during our sample period. We start 
from the SNI2002 codes that our raw data provide for the period 2002 to 2010. 
Next, we rely on the SNI2002 code reported in 2010 and use it for all later 
years for those establishments that continue to exist beyond 2010, and con-
versely use the data from 2002 for establishments that existed prior to that. 
We refer to these overlapping establishments as stayers. We then use the 
modal overlap between SNI2002 (as imputed for stayers) and the current 
codes (SNI69, SNI92 and SNI2007) to fill in SNI2002 codes for non-stayers. 
This works particularly well for the years and sample we study, as almost all 
closing establishments existed in 2010 (due to the 3-year tenure requirement) 
and since most codes remained unchanged between SNI92 and SNI2002. 

We measure industry wage premia in each 3-digit industry as average earn-
ings in the industry, residual on years of schooling, 2-digit education field, 
gender, immigrant background and a full set of age dummies. Furthermore, 
we also include average churning and excess reallocation rates for each in-
dustry. We follow conventions from Burgess et al. (2000), and define estab-
lishment-level churning as the number of workers who are hired or separated 
beyond what was needed for the actual change in employment between two 
adjacent years. The churning rate is measured as churning relative to the av-
erage employment during the two years.55 Similarly, we calculate excess real-
location in each industry as the excess creation and destruction of jobs over 
what was needed to adjust industry employment. The reallocation rate is meas-
ured relative to the average employment in the two years.56 We then aggregate 

                               
55 Thus, churning is [(Hires + Separations) - abs(Emp(t) - Emp(t-1))] / [Emp(t)/2 + Emp(t-1)/2] 
at the establishment-year level. 
56 Thus, reallocation is [(Job Creation + Job Destruction) - abs(Emp(t)-Emp(t-1))] / [Emp(t)/2 
+ Emp(t1)/2] at the industry-year level. 
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the establishment-year churning rates and the industry-year reallocation rates 
to industry-level averages which are constant over time. When computing 
these numbers, we take care to exclude observations that satisfy the conditions 
for false closures as discussed above. Note also that the scale of the measures 
(relative to average employment in the two years) is in approximate percent-
ages, but with a maximum of 2 and a minimum of -2. 

We also follow the conventions from this literature when computing the 
change in employment over the past 10 years in each industry. Thus, for dis-
placements in year t−1, we calculate TrendInd,t = (EmpInd,t−1 − Emp-
Ind,t−10)/(EmpInd,t−1/2 + EmpInd,t−10/2) which takes the value 2 for newly 
emerging industries and the value -2 for disappearing industries. This metric 
bounds cases where some very small industries experience extreme changes 
(including exits and entries) during the sample period. Similarly, we calculate 
the industry-specific business cycle as the change in employment between year 
t−1 and t0 using the same metric. 

We also add dummy variables for closures in the manufacturing industry, 
as this industry is of specific interest. Furthermore, we add a dummy for clo-
sures within education, health and public administration as the labor markets 
in these (mostly public sector) industries tend to experience a constant short-
age of workers. 

Location 
As with industries, there is ample evidence suggesting that local labor market 
conditions have causal effects on workers’ outcomes. This is also the case in 
Sweden, where wages seem to react to local labor market shocks (Carlsson et 
al., 2019). 

Our local variables are measured at the level of local labor markets, which 
are an aggregation of municipalities. These are constructed by Statistics Swe-
den based on commuting patterns. 

For each local labor market, we measure the local unemployment rate as 
the number of residents who are registered with the public employment ser-
vice (a prerequisite for receiving benefits from either the unemployment in-
surance system or from the municipal welfare system) divided by the size of 
the local labor force (sum of the registered unemployed and the number of 
employed as described above). Also, population density is measured at the 
local labor market level. Concentration of local employment across 3-digit 
industries is measured by an HHI index. 

In addition, we measure the local exposure to the industry characteristics 
we discuss above. These shift-share/Bart´ık-style variables are calculated by 
multiplying each industry’s employment share in the local labor market (by 
year) with the characteristics of that industry and then summing over the in-
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dustries within the local labor market. We thus identify the share of employ-
ment in manufacturing, exposure to long-term trends, exposure to business 
cycles, average churning and average reallocation. 

It is important to note the fundamental difference between these variables 
and their industry-level counterparts. Whereas the industry-level data measure 
characteristics in the industry from which the worker was displaced (and is 
potentially tied to, if changing industry is costly), the local labor market coun-
terpart measure how exposed the worker is to these attributes if searching at 
random at the local labor market (which should be more pertinent to workers 
who are restricted in their mobility).  
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Appendix B: Additional Figures and Tables 
Table 6: Sample statistics for displaced and control workers 
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Note: Mean values of all covariates included in the analysis for the unmatched samples of dis-
placed and controls. 
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Figure 11: Comparison of CATE estimates from the causal forest and ATEs (dis-
placed-control differences) within each CATE bin 

 
Notes: ATEs calculated as displaced-control differences among workers with different causal 
forest CATE estimates (sorted into five percentage point bins). Size of bubbles represents num-
ber of workers with given CATE. 
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Figure 12: Variable importance as measured by fraction of splits made  
on each variable in causal forest trees 

 
Note: Importance is measured as share of splits at maximum depth of 4 within the trees. Splits 
at lower depth d given two times the weight of those at d + 1. Total importance sums to 1. 
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Figure 13: Mean values of migration-related characteristics 

 
Notes: Average values of variables calculated among workers with different causal forest 
CATE estimates for the full population, as well as for the old and low-educated and young and 
high-educated groups. Variables standardized by their mean and standard deviation across the 
full sample of workers. Size of bubbles represents number of workers with given CATE. 
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Figure 14: Mean values of worker, industry and location characteristics for young, 
highly-educated workers 

 
Notes: Average values of variables calculated among workers with different causal forest 
CATE estimates within the young and highly-educated group. Variables standardized by their 
mean and standard deviation across the full sample of workers. Size of bubbles represents num-
ber of workers with given CATE. 
  



 

171 

Figure 15: Mean values of worker, industry and location characteristics for young, 
highly-educated workers (continued) 

 
Notes: Average values of variables calculated among workers with different causal forest 
CATE estimates within the young and highly-educated group. Non-binary variables standard-
ized by their mean and standard deviation across the full sample of workers. Dummy variables 
not standardized. Size of bubbles represents number of workers with given CATE. 
  



172 

Figure 16: Mean values of worker, industry and location characteristics for old, 
low-educated workers 

 
Notes: Average values of variables calculated among workers with different causal forest 
CATE estimates within the old and low-educated group. Variables standardized by their mean 
and standard deviation across the full sample of workers. Size of bubbles represents number of 
workers with given CATE. 
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Figure 17: Mean values of worker, industry and location characteristics for old, 
low-educated workers (continued) 

 
Notes: Average values of variables calculated among workers with different causal forest 
CATE estimates within the old and low-educated group. Non-binary variables standardized by 
their mean and standard deviation across the full sample of workers. Dummy variables not 
standardized. Size of bubbles represents number of workers with given CATE. 
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Figure 18: Share with STEM education across CATE bins,  
in total and in manufacturing 

 
Notes: Shares of STEM-educated among all workers and among manufacturing workers within 
each CATE cell. Cell size equal to one percentage point of CATEs. 
 

Table 7: Treatment-control differences among different subgroups of old, low-
educated and young, highly-educated workers 

 
Note: Workers who are (A) older than 50 and have at most 10 years of education (B) younger 
than 30 and have at least 15 years of education. STEM education defined only at post-secondary 
level. Rural locations have population density <40 persons/km2, urban locations have popula-
tion density >100 persons/km2. 
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1. Introduction 
The past four decades have seen systematic shifts in occupational employment 
across industrialized countries, with high- and low-paying occupations gain-
ing at the expense of the middle. This is commonly interpreted as reflecting 
labor demand shifts induced by technological change, consumer demand, or 
offshoring. However, the impact of such occupation-level demand shifts on 
the wage structure is far from clear. First, occupations appear to play a minor 
role in driving changes in wage inequality, at least in terms of descriptive de-
composition exercises. Second, occupational employment and wage growth 
typically do not feature a strong positive correlation. Finally, wage inequality 
trends differ substantially across countries, while occupational employment 
shifts are highly similar.1 

In this paper, we shed light on these puzzles by studying occupational wage 
growth in Sweden in 1996–2013. Swedish employment shifts are similar to 
those elsewhere (Adermon and Gustavsson, 2015), but the wage structure is 
dramatically compressed compared to most other industrialized countries, and 
growth in inequality has been moderate and episodic (Graetz, 2020). We show 
that, as elsewhere, occupations do not appear to play an important role in basic 
decompositions of changes in wage inequality. 

However, as has long been recognized, any analysis of occupational de-
mand shifts and wages must address selection problems arising from workers’ 
systematic sorting into occupations (see for instance Roy, 1951; Acemoglu 
and Autor, 2011; Böhm, 2020). For example, a positive demand shock to com-
puter programmers may manifest itself as an increase in the price paid for a 
unit of programming output. At the same time, this increased occupational 
wage premium draws in workers from other occupations, who may be less 
productive than incumbents, thus leaving observed wages approximately un-
changed. 

Our starting point for overcoming the selection problem is to focus on oc-
cupation stayers, whose wage growth comes closer to the growth in premia as 
time-invariant skills are differenced out and the composition of workers is left 
unchanged (Cortes, 2016). We address attenuation bias stemming from selec-
tion on idiosyncratic shocks using the method developed by Böhm et al. 
(forthcoming). 

                               
1 The polarization of occupational employment in the US and elsewhere has been docu-

mented by Wright and Dwyer (2003); Goos and Manning (2007); Autor et al. (2006); and 
Goos et al. (2014). See in particular Adermon and Gustavsson (2015) for the Swedish case. 
Goos et al. (2014) provide evidence in favor of a technological explanation. Barany and Siegel 
(2018) emphasize structural change and consumer demand instead. In a decomposition exer-
cise, Hoffmann et al. (2020) find only a minor role for occupations in driving rising wage 
inequality. Roys and Taber (2019), Böhm (2020), and Böhm et al. (forthcoming) highlight the 
lack of a strong positive correlation between occupational employment and wage growth in 
the US and Germany. 
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The second challenge we face is that occupations may differ in how work-
ers accumulate skills over the life-cycle, so that differential wage growth 
among occupation stayers may reflect not only differential premium growth 
(Deming, 2021). Moreover, occupational experience profiles may have shifted 
over time, for instance due to technology-induced obsolescence of skills 
(Deming and Noray, 2020). A theoretically motivated restriction that has been 
suggested as a solution to this identification problem is the concept of a “flat 
spot”, a point in the life-cycle when the derivative of human capital with re-
spect to experience is zero (Heckman et al., 1998; Bowlus and Robinson, 
2012). We propose a novel approach for implementing this restriction, namely 
to re-center the experience profiles around the flat spot. This leaves us with 
greater statistical power as we are not forced to restrict the sample to workers 
near the flat spot. More importantly, it allows us to estimate experience pro-
files for each occupation and point in time.2 

Finally, we explore to what extent our estimated premium growth is driven 
by changes in occupation-specific skill returns. A growing literature docu-
ments changing skill returns in the aggregate, and suggests that occupations 
may be important drivers of such trends (Deming, 2017; Edin et al., 2022). 
Given the availability of cognitive and psycho-social skill measures from the 
Swedish military enlistment, we are able to control for differential changes in 
skill returns in our estimation. 

Our findings are as follows. First, premium growth is positively correlated 
with employment growth (and more strongly so than is raw wage growth). 
Second, premium growth is also positively correlated with initial wages. 
These two findings together imply our third finding, namely that in the ab-
sence of compositional changes between-occupation wage inequality would 
have increased more than it actually has. Fourth, experience profiles vary 
strongly across occupations at any given point in time, and while they are sta-
ble in some occupations, in others they show large changes. These results are 
robust to allowing for changes in specific returns to cognitive and psycho-
social skills. 

The positive association between premium growth and employment shifts 
suggests that variation in premium growth is mostly due to demand side fac-
tors. At the same time, our results suggest that there is an important life-cycle 
component to shifts in the occupational wage structure. 

Our findings are consistent with a recent and growing literature document-
ing the importance of compositional changes in counteracting occupation-
level demand shifts (Cortes, 2016; Böhm, 2020; Cavaglia and Etheridge, 
2020; Böhm et al., forthcoming). Our contribution compared to these studies 

                               
2 Böhm et al. (forthcoming) assume that experience profiles are constant – following much 

of the theoretical literature on task-biased technological change – and use a pre-period of uni-
form premium growth to estimate these profiles. Our data do not go back in time sufficiently 
to make this approach feasible. 
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is first, to provide comparable evidence for the Swedish economy, which at 
first glance features a very different wage structure. Second, to estimate time-
varying occupation-specific experience profiles. And third, to allow for time-
varying occupation-level skill returns when estimating wage premium growth. 

To the best of our knowledge, the joint estimation of premium growth and 
experience profiles has only been attempted by one other paper, Böhm et al. 
(forthcoming). Their identification assumption is that the profiles are fixed 
over time, and that during the decades prior to 1985 any differential wage 
premium growth was negligible, so that experience profiles can be estimated 
using a prior period. Our assumptions and identification strategy differ from 
Böhm et al. (forthcoming), and we view our approach as complementary.3 

The remainder of the paper is structured as follows. Section 2 presents our 
theoretical framework, discusses identification challenges as well as our pro-
posed solutions, and develops counterfactual scenarios. We describe our data 
in Section 3. Section 4 contains our results, and Section 5 concludes. 

2. Theoretical Framework and Empirical Strategy 
The theoretical motivation for our empirical exercise is the standard Roy 
model in which workers sort into occupations based on comparative ad-
vantage. Rather than estimating a completely specified model, our point of 
departure is an assumption about the data-generating process for potential 
wages. In Section 2.1, we explore how key parameters of this wage equation 
can be identified under different assumptions about occupational choice. In 
Section 2.2, we show how changes in overall wage inequality can be attributed 
to occupation-level driving forces, and develop counterfactual scenarios based 
on our estimated wage equation. 

2.1 Identifying the Parameters of the Wage Function 
Suppose that individual worker i’s log wage in occupation k and year t, wikt, is 
given by ݓ௜௞௧  = ௞௧ߨ   + ௜௞ߙ   + ௜࢙௞ߚ  +  ݃௞(ݔ௜௞௧  − (∗ݔ  +  ௜௞௧ , (1)ߝ 

where πkt is a potentially time-varying occupation-specific wage premium; αik 

is an unobserved worker-occupation fixed effect; si is a vector of observable 
                               

3 Using unusually rich data, Böhm et al. (forthcoming) are able to estimate across-occu-
pation experience profiles, that is, the extent to which a year of work experience in one occu-
pation increases the worker’s productivity in this and all other occupations. In contrast, we 
estimate how wage growth in each occupation and at each point in time varies with overall 
potential labor market experience (given the limited length of our panel, we cannot construct 
workers’ occupational histories). Therefore, our estimates have a different structural interpre-
tation from those in Böhm et al. (forthcoming). 
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skills with its associated occupation-specific returns βk; xikt is the worker’s ex-
perience in the occupation measured in years and centered around x∗, to be 
discussed below; gk is an occupation-specific experience profile; and εikt is an 
i.i.d. shock. Our main goal is to estimate πkt for each occupation, or at least its 
change relative to a reference occupation. 
For the moment, let us assume that workers choose the occupation in which 
they earn the highest wage in each period, abstracting from dynamic consid-
erations. Furthermore, let us assume for now that the shock εikt is realized after 
workers have made their choice. These assumptions are the same as in Cortes 
(2016). This leaves us with two potential threats to identification: Selection 
on unobserved time-invariant characteristics, and occupation-specific experi-
ence profiles. We address these in turn. 

2.1.1 Selection on Time-Invariant Characteristics 
Consider the first difference of equation (1), ∆ݓ௜௞  = ௞ߨ∆   +  ݃௞(ݔ௜௞௧  − (∗ݔ  −  ݃௞(ݔ௜௞௧ − 1 − (∗ݔ  +  ௜௞,  (2)ߝ∆ 

where ∆ is the first difference operator, so that ∆X = Xt−Xt−1. If we estimate 
equation (2) using the sample of occupation stayers, we can be sure that se-
lection on time-invariant skills αik and si is accounted for, since these terms are 
differenced out. An alternative method accomplishing this is of course to es-
timate equation (1) in levels and to include worker-by-occupation fixed ef-
fects, as in Cortes (2016). We prefer the first difference specification for two 
reasons. First, it allows us to run separate regressions for each year, and thus 
work with datasets of manageable size. Second, our data on wages and occu-
pations come from repeated cross-sectional samples, so that it is difficult to 
construct long panels of individual workers, and to accurately capture longer 
occupational spells (see Section 3). 

2.1.2 Occupation-Specific Experience Profiles 
For concreteness, we approximate the profile by a polynomial of order M, ݃௞(ݔ) =  ∑ ݔ)௞௠ߛ − ௠ ெ௠ୀଵ(∗ݔ . Under this assumption, the component of 
wage growth due to experience – among occupation stayers – now becomes ݃௞(ݔ௜௞௧ − (∗ݔ − ݃௞(ݔ௜௞௧ − 1 − (∗ݔ = ௞ଵߛ + ∑ ௞௠ெ௠ୀଶߛ ௜௞௧ݔ)} − ௠(∗ݔ ௜௞௧ݔ)− − 1 −   .{௠(∗ݔ

The wage growth equation to be estimated is thus ∆ݓ௜௞ = ௞ߨ∆ + γ௞ଵ + ∑ γ௞௠{ெ௠ୀଶ ௜௞௧ݔ) − ௠(∗ݔ − ௜௞௧ݔ) − 1 − {௠(∗ݔ +  ௜௞.   (3)ߝ∆

Estimation of equation (3) for a given occupation yields a constant term ߠ௞௧ ௞ߨ∆= +  ௞ଵ. Thus, the challenge is to separate out changes in premia from theߛ
constant term of the experience profile. Note that γk1 is the effect of additional 
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experience at the point ݔ௜௧ =  ;Human capital theory (Ben-Porath, 1967 .∗ݔ 
Heckman et al., 1998) suggests that there comes a point in a worker’s life 
cycle when human capital accumulation stops, or even reverses due to depre-
ciation – a so-called flat spot where the marginal effect of experience on wages 
is zero. Thus, if x∗ is set to be at the flat spot, then ߛ௞ଵ = 0, solving the identi-
fication problem as we now have ߠ௞௧ =  ௞.4ߨ∆

We illustrate this strategy using a concrete example: The wage growth of 
physical and engineering science technicians from 2005–06. Figure 1 plots 
changes in log wages, together with the fitted polynomial, against potential 
experience re-centered around different values – the assumed locations of the 
flat spot. The fitted polynomial comes from estimating equation (3) choosing 
m = 4. Grey dashed lines mark the constant term estimated by the regressions, 
equal to premium growth under the assumption γk1 = 0. The data reveal a strong 
downward trend in wage growth, consistent with faster skill accumulation 
among inexperienced workers, as well as a flattening of this relationship at 
higher levels of potential experience. The top-left panel does not re-center the 
data, thus yielding a large estimated premium growth of around 8 percent. But 
an assumption of zero skill accumulation for labor market entrants is of course 
highly implausible. Assuming flat spots at higher values such as 25, 30, or 35 
all yield estimated premium growth around 2 percent, as shown in the remain-
ing panels. 

Figure 1 illustrates that choosing the flat spot means picking a point on 
the fitted first-differenced experience profile and attributing all wage growth 
at that point to growth in the premium.5 Relying on a parametric prediction 
for the profile yields greater statistical power compared to simply using aver-
age wage growth at the flat spot. 
  

                               
4 Our approach is related to Fosse and Winship (2019), who address the identification problem 
arising in the presence of age, cohort, and time effects. They highlight that it is only linear 
effects that are unidentified, and explain how one can bound these. However, a single restriction 
is often sufficient for point identification, as is the case in our context. 
5 To be precise, the flat spot assumption says that ݃ᇱ௞(ݔ∗) = 0. In the polynomial case, ݃ᇱ௞(ݔ∗) = ∑ ݔ)௞௠݉ߛ − ௠ିଵெ௠ୀଵ(∗ݔ = ௞ଵߛ ௞ଵ. Here, the flat spot assumption thatߛ = 0 does 
not imply that that ∆ݓ௜௞│௫ୀ௫∗ = ∑ ௞ exactly, which requiresߨ∆ ௞௠{−(−1)௠}ெ௠ୀଶߛ = 0. How-
ever, in practice these equations will hold approximately, as is the case in Figure 1. 
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Figure 1: Illustration of flat spot identification. 

  
Notes: Grey dashed lines mark the constant term from estimating the experience profiles, equal 
to wage premium growth under the respective flat spot assumptions. The data include all indi-
viduals who worked as physical and engineering science technicians in 2005 and 2006. See 
Section 3 for further details on sample selection. 

Figure 1 also raises the question whether the flat spot can be determined in a 
data-driven way. In general, the answer is no. Consider three hypothetical ex-
perience-wage profiles plotted in the top row of Figure 2. As we do not ob-
serve workers’ time-invariant occupation-specific skills, we cannot estimate 
the profiles in levels. We thus first-difference the profiles, shown in the bottom 
row. The challenge remains to separate premium growth from skill accumu-
lation. Consider first column (a). The differenced profile reproduces the nearly 
flat region of the original in-levels profile. While it may not be easy to deter-
mine the exact location of the flat spot, this would also not matter greatly for 
the estimated premium growth. However, recall that the econometrician can-
not see the top row. As column (b) shows, a flat region in first differences can 
also result from a locally log-linear profile in levels. In this case, the true flat 
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spot at 34 cannot be detected based on first differences. Finally, consider col-
umn (c), which shows a profile of roughly constant curvature and hence no 
flat region. Again, it is not obvious how to choose the flat spot based on the 
first-differenced profile. 

Given that the flat spot cannot be identified without further assumptions, 
our approach is to set it at 30 for all occupations, while also reporting results 
for alternative values. In a further robustness check, we estimate flat spots 
under the additional assumption that the true profiles are strictly concave ex-
cept for possible flat sections (that is, linear segments with non-zero slope, as 
in the middle column of Figure 2, are prohibited). In this case, the second 
derivative of the profile will be maximized (closest to zero) at the flat spot, so 
that any statistic of interest should change by the least amount – in absolute 
value – at the true flat spot. See Appendix A for further details. 

A key advantage of our method is that it allows us to jointly estimate expe-
rience profiles and premium growth. Moreover, as we estimate separate mod-
els for each year, we essentially estimate time-varying experience profiles.6 A 
third advantage is that we retain greater statistical power than existing ap-
proaches in the literature which implement the flat spot idea using only data 
on workers near the flat spot (Bowlus and Robinson, 2012; Cavaglia and 
Etheridge, 2020).7 

We note that the interpretation of our estimated profiles is affected by the 
measurement of occupation-specific experience. With a panel that is relatively 
short (20 years) relative to the typical length of working lives, it is not possible 
to construct complete occupational histories for each worker.8 In our baseline 
specification we therefore use potential overall labor market experience, based 
on age and years of schooling. Given this, the occupation-specificity of the 
γkm’s means that experience is differently valued across occupations, but it 
does not matter in which occupation this experience was gained. Alternatively, 
one can simply interpret the estimated profiles as describing the wage growth 
in a given occupation and year as a function of potential overall labor market 
experience. This function will depend not only on deep structural parameters, 
but also on the characteristics – such as occupational histories – of the workers 
staying in that occupation in that year (and the year before). 
 

                               
6 Strictly speaking, the experience profile in levels must be constant across the two adja-

cent years. This would not matter if we had specified the profile in changes in the first place. 
However, starting with a levels specification is arguably more natural given the Roy frame-
work. 

7 It is also possible to implement flat spot identification via an iterative procedure 
(Lagakos et al., 2017). 

8 Another challenge is that private sector workers in Sweden are sampled, as we discuss 
in the data section. 
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Figure 2: Simulated wage-experience profiles 

 
Notes: The top row shows various simulated experience profiles. The bottom row plots first 
differences of the profiles above, assuming wage premium growth of two percent.
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2.1.3 Time-Varying Skill Returns 
A key finding in recent research on inequality is that wage returns to various 
skills have evolved differently over time, with occupations seemingly playing 
an important role. While this is interesting in its own right, here we are mainly 
concerned with the impact of such changes on our ability to estimate changes 
in occupational wage premia. Suppose, then, that returns to portable skills vary 
over time, ݓ௜௞௧ = ௞௧ߨ + ௜௞ߙ + ௜࢙௞௧ߚ + ݃௞(ݔ௜௞௧ − (∗ݔ +  ,௜௞௧ߝ
so that wage growth now becomes ∆ݓ௜௞ = ௞ߨ∆ + ௜࢙(௞௧ߚ∆) + ∑ γ௞௠{(ݔ௜௞௧ − ௠(∗ݔ − ௜௞௧ݔ) − 1 − {௠(∗ݔ + ௜௞ெ௠ୀଶߝ∆ .   (4) 

For selected cohorts of Swedish men we actually have at our disposal 
the skill measures for which changing wage returns have been documented. 
We can thus assess whether our baseline estimates of ∆ߨ௞ are robust to 
controlling for these measures, by estimating equation (4) where the vector 
si contains cognitive and psycho-social skills, as described further in the 
data section. 

2.1.4 Selection on Idiosyncratic Shocks 
Let us now allow for selection on the idiosyncratic shock ߝ௜௞௧, as well. The 
constant term from estimating equation (3), imposing the flat spot assumption ߛ௞ଵ =  0, now becomes ߠ௞௧ = ௞ߨ∆ + ൣܧ ௜௞ߝ∆ ∣∣ ݇௜௧ = ݇௜,௧ିଵ = ݇ ൧. The sec-
ond term no longer equals zero, due to selection. Other things equal, occupa-
tions experiencing relatively fast premium growth will retain more workers 
with a bad realization of the shock, while occupations in which premia decline 
only retain those workers with very good realizations. Therefore, selection on 
idiosyncratic shocks biases downward the between-occupation variance in 
premium growth. This bias is more severe the larger is the variance of ߝ௜௞௧. A 
method to correct for this bias, developed by Böhm et al. (forthcoming), is to 
include occupation switchers in a regression of wage growth on workers’ av-
erage choices. We implement this method as a robustness check. 

2.1.5 Remaining Issues 
There are a number of issues which are beyond the scope of this paper. These 
include forward-looking occupational choice, amenities, search frictions, and 
long-term wage contracts. We believe that addressing any one of these re-
quires estimation of a fully specified structural model (for recent examples, 
see Roys and Taber, 2019; Traiberman, 2019). 

2.2 Occupational Drivers of Changes in Wage Inequality 
A key objective of this paper is to assess the importance of occupations for 
changes in wage inequality. Therefore, we need to formally characterize how 
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changes in inequality relate to occupation-level changes such as differential 
premium growth and worker re-allocation. We closely follow Böhm et al. 
(forthcoming). 

First, by the Law of Total Variance, Var(ݓ௜௧) = EሾVar(ݓ௜௧ ∣ ݇)ሿ +Var(Eሾ(ݓ௜௧ ∣ ݇)ሿ). That is, overall wage inequality can be decomposed into a 
within-occupation and a between-occupation component. Without specifying 
the distribution of skills, it is difficult to say much about how changes in 
premia affect the within component, so we focus on the between component. 

To ease notation, let us from now on write ݓ௞௧ ≡ Eሾݓ௜௧ ∣ ݇ሿ and ∆ݓ௞ ≡∆Eሾ߱௜ ∣ ݇ሿ, and similarly for other variables. The difference operator  ∆ܺ ≡ଵܺ − ܺ଴ denotes changes between two points in time 0 and 1, not necessarily 
adjacent years. 

Note, to integrate out the conditioning variable – occupational choice – 
we must specify a distribution of occupational employment. When decom-
posing the variance at a given point in time, the obvious choice is to use the 
distribution at that point. But when considering changes over time, we need 
to be explicit about the distribution. We use subscripts to do so. 

The change in between-occupation wage inequality can be written as 

  (5) 

Define ݕ௞௧ ≡ ௞௧ݓ −  ௞௧, which captures workers’ skills in the broadest senseߨ
– all parts of log wages not determined by the occupation premium. The first 
component on the right-hand side of equation (5) can be broken down as 

  

(6) 

From equation (6), we see how differential changes in premia may affect 
changes in wage inequality, and at the same time, how their effects may be 
offset by opposing forces. In particular, all the components of the decomposi-
tion involving changes in average skills ∆yk, as well as the re-allocation term 
from equation (5), can be seen as potentially countervailing effects due to 
workers’ re-sorting. In contrast, all terms only involving ∆πk and initial mean 
wages wk0 can be interpreted as giving the counterfactual increase in between-
occupation wage inequality in the absence of re-sorting. That is, with worker 
composition unchanged, we have 

,  (7) 
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which is a key object of interest in our analysis. Equation (7) shows that, hold-
ing worker composition constant, changes in wage premia have a large effect 
on wage inequality if they are very dispersed, or if they are positively corre-
lated with initial mean wages. 

3. Data Description 

3.1 Data Sources 
We obtain demographic information (year of birth, sex, municipality of resi-
dence, education, immigration status) from Statistics Sweden’s LISA data-
base, covering the population of Swedish residents in 1985-2016. LISA also 
contains employment status in November each year, annual salary income, as 
well as industry and municipality of workplace. 

Some information that is key for our purposes is absent from LISA. In par-
ticular, LISA does not contain weeks and hours worked, nor occupation. For 
this, we turn to a database called Swedish Wage Structure Statistics (hence-
forth WSS). WSS contains three-digit occupation codes according to the 
SSYK96 classification for 1996–2013, and according to the SSYK2012 classi-
fication for 2014-2016.1 The two classifications cannot be mapped unambigu-
ously, and breaks in employment trends are apparent even at higher levels of 
aggregation. We therefore end our main analysis in 2013. 

WSS also contains contractual monthly wage rates. This in combination 
with annual salary income allows us to determine annual labor supply. Most 
importantly, these contractual wage rates are the main outcome of interest for 
our analysis, since we are interested in the price of labor. 

A drawback of WSS is that outside the public sector, only a sample of 
workers is available. Sampling is stratified by firms, with large firms being 
more likely to be drawn. This does not pose any problems for cross-sectional 
analysis – sampling weights are provided – but makes it more difficult to an-
alyze dynamic phenomena such as occupational mobility. We discuss this is-
sue further in the next sub-section. 

For some of our analysis, we use test scores collected during military en-
listment in the last decades of the 20th century, after which conscription was 
gradually phased out. Among the 1952-1981 birth cohorts, more than 90 per-
cent of Swedish-born males are covered by these data. We use a combined 
measure of cognitive skills based on four different standardized tests of induc-
tive, verbal and spatial skills, and technical comprehension, and a measure of 
psycho-social skills (sometimes called “non-cognitive skills”) based on a half-

                               
1 SSYK stands for Standard för Svensk Yrkesklassificering, literally “Standard for Swedish oc-
cupation classification”, a version of the International Standard Classification of Occupations 
(ISCO). 
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hour, semi-structured interview with a certified psychologist.2 We standardize 
the two measures within each draft cohort to have a mean of zero and a stand-
ard deviation of one. To ensure comparability, we estimate our main specifi-
cation also for the sub-sample of male cohorts for which enlistment data are 
available. 

3.2 Sample Selection and Construction of Variables 
Our population of interest includes all Swedish employees aged 18–64 during 
the years 1996–2013 (sometimes extended to 2016). Employees are individu-
als who are employed in November and whose annual labor earnings are no 
less than three times the 10th-percentile monthly wage. We calculate individ-
ual wage growth for all adjacent years, dropping anyone with wage growth 
below the first or above the 99th percentile for each pair of years.3 

We calculate potential labor market experience as years elapsed since year 
of graduation, based on highest education attained and a school starting age of 
six. To reduce noise, we drop observations with potential experience below 
two and greater than 40 years. Due to the limited length of the panel as well 
as due to sampling, we are unable to construct actual occupation-specific ex-
perience. 

We use sampling weights to adjust for stratification. The raw weights sup-
plied in WSS feature some extremely large values, and this may introduce 
noise, especially when multiplying the weights for a first-difference analysis 
using a two-year panel. Whenever we work with individual, two-year panel 
data, we therefore trim the weights following the procedure of Potter (1990).4 

However, when computing aggregate moments, we use the original weights. 
For our baseline analysis we use the 3-digit-level SSYK96 occupational 

classification, which includes 101 occupations. However, we sometimes use 
a coarser classification for descriptive and other purposes.  
  

                               
2 The intent of the interview was to evaluate the psychological fitness for coping with military 
service. See Lindqvist and Vestman (2011) and Fredriksson et al. (2018) for more details on 
these data. 
3 Extreme values of wage growth – five or more standard deviations away from the mean – may 
occur because individuals enter into and exit from executive positions (Skans et al., 2009). We 
drop extreme values as these can have a large impact on the results. 
4 The procedure is as follows. We first fit a Beta(α,β) distribution to the weights. Second, 
weights whose estimated cumulative probability is above 99 percent are trimmed to the esti-
mated 99th percentile. Third, weights are re-scaled such that their sum is unchanged. This pro-
cedure is repeated ten times. 
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Figure 3: Growth in wages, premia, and  
skills against employment growth, 1996–2013 

 
Notes: The figure plots the growth mean log wages, cumulative estimated wage premia, as well 
as the implied change in mean skills, against the change in log employment. Wage premia are 
estimated according to our baseline specification equation (8). Each marker represents one of 
101 occupations. The size of each marker is determined by the employment share in the first 
year and the regression line is weighted accordingly. We use original survey weights when 
calculating occupation size and mean log wage. 

4. Results 

4.1 Raw Wages, Wage Premia, and Employment 
To set the stage, we document the relationship between growth in averages 
wages and growth in employment as well as initial wages, across occupations 
for the period 1996–2013. Panel (a) of Figure 3 plots the long difference in 
log wages against the long difference in the log of employment, with each 
marker representing one occupation. First, by moving along the horizontal 
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axis, we see much variation in employment growth. Production, operators, and 
craft occupations tend to see low (often negative) employment growth, while 
on average, employment growth appears highest among managers, profes-
sionals, and technicians. Clerical and services occupations fall somewhere in 
between. However, there is much variation even within these broad categories. 
Turning to wage growth, there is a positive but rather weak relationship with 
employment growth. Panel (a) of Figure 4 reveals an even weaker relationship 
of average wage growth with initial (1996) average wages. 

However, as discussed in Section 2, average wage growth captures both 
changes in occupational wage premia and changes in worker composition and 
hence average skills. In order to isolate changes in wage premia, we opera-
tionalize equation (2) by estimating separate regressions of year-on-year 
changes in individual log wages on occupation fixed effects and a polynomial 
in potential experience: 

 
(8) 

where ߮௞௧ are occupation-specific fixed effects; ݔ෤௜௧ ≡ ௜௧ݔ −  is potential ∗ݔ
experience re-centered around the assumed flat spot in the experience profile; 
and ߛ௞௠ are polynomial coefficients allowed to vary by occupation. In our 
main specification, we use a fourth-order polynomial and re-center potential 
experience at 30 years. We report robustness checks with respect to these 
choices below. We estimate separate regressions for each pair of adjacent 
years in our sample. In order to control for changes in worker composition, 
we use only individuals who remained in the same occupation across both 
years, ݇௜௧ = ݇௜,௧ିଵ.  

Under the assumption that there is no selection on idiosyncratic shocks and 
that ߛ௠ଵ = 0 (the flat spot assumption), the fixed effects ߮௞௧ consistently es-
timate premium growth ∆௧ିଵ௧  ௞ for an adjacent pair of years. We estimateߨ
premium growth over the full period by simply accumulating the estimated 

year-on-year changes, . 
Our premium growth estimates are plotted against employment growth in 

Panel (b) of Figure 3. The relation between premium growth and employment 
growth is stronger than that of mean wage growth – the slope is steeper, and 
R2 almost triples. This pattern implies that while demand factors were pushing 
up wage premia during this period, changes in the skill composition of work-
ers acted as a counteracting force, resulting in the tempered trend we see in 
average wage growth. This is consistent with a situation where growing labor 
demand in certain occupations attracts new workers with lower productivity 
than the incumbents – and conversely, occupations with falling labor demand 
might let their lower-productivity workers go first. The implied change in skill 
composition can be backed out from our estimates by simply subtracting the 
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estimated changes in premia from the observed changes in average wages. 
This is shown in Panel (c) of Figure 3. As expected, faster growing occupa-
tions have seen falling implied skill levels in their workforce, although this 
relationship is not very strong.  

Panel (b) of Figure 4 shows that premium growth is strongly positively as-
sociated with initial wages. Given equation (6), this suggests that premium 
growth would cause an increase in between-occupation wage inequality in the 
absence of compositional changes. However, panel (c) of Figure 4 already 
gives an idea of how strong these compositional changes might be – growth 
in average skills are strongly negatively related to initial wages. We explore 
these issues in detail in Section 4.2. 

One way to assess the plausibility of the estimated growth in skills is to 
check its association with changes in years of schooling. Panel (c) Figure 5 
shows that there is indeed a positive relationship, with a fairly high R2 of 0.2. 
On the other hand, panel (b) of the same figure shows a negative association 
between premium growth and changes in years of schooling, consistent with 
lower educated workers moving into occupations experiencing positive de-
mand changes.5  

While the evidence presented so far suggests that the forces predicted by 
the Roy model are at work, it remains to assess their quantitative importance 
for the evolution of wage inequality in Sweden. We do so next.  
  

                               
5 For completeness, Figure A2 displays the respective bi-variate associations of wage growth, 
premium growth, and implied skill growth, showing positive correlations between wage growth 
and premium growth, and wage growth and skill growth, and a negative correlation between 
premium growth and skill growth. 
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Figure 4: Growth in wages, premia, and  
skills against initial wages, 1996–2013 

 
Notes: The figure plots the growth mean log wages, cumulative estimated wage premia, as well 
as the implied change in mean skills, against initial mean log wages. Wage premia are estimated 
according to our baseline specification equation (8). Each marker represents one of 101 occu-
pations. The size of each marker is determined by the employment share in the first year and 
the regression line is weighted accordingly. We use original survey weights when calculating 
occupation size and mean log wage. 
  



192 

Figure 5: Growth in wages, premia, and skills  
against growth in schooling, 1996–2013 

 
Notes: The figure plots the growth mean log wages, cumulative estimated wage premia, as well 
as the implied change in mean skills, against initial the growth in average years of schooling. 
Wage premia are estimated according to our baseline specification equation (8). Each marker 
represents one of 101 occupations. The size of each marker is determined by the employment 
share in the first year and the regression line is weighted accordingly. We use original survey 
weights when calculating occupation size and mean log wage. 

4.2 Decomposing Changes in Between-Occupation Wage 
Inequality 
To quantify the role of differential premium growth for changes in between-
occupation inequality in Sweden, we use our estimates to calculate the coun-
terfactual scenarios developed in Section 2.2. We first focus on the long dif-
ference 1996–2013 and then examine changes at annual frequency. 

The first three lines in column (1) of Table 1 show the change in the ob-
served variance of log wages, the change in between-occupation variance, as 
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well as the change in betweenoccupation variance holding occupational em-
ployment fixed at 1996. The variance of log wages increased by 0.026 in 
1996–2013, from 0.073 in 1996 (to avoid excessive decimal places, we mul-
tiply the variance and its components by 100 from here on). Although the 
wage distribution in Sweden is still highly compressed compared to other 
countries (Graetz, 2020), this increase is large in relative terms. 

Table 1: Decomposition of changes in between-occupation wage inequality 

 
Notes: The table reports results from a decomposition of the change in the between-occupation 
variance in wages between 1996 and 2013 for different flat spot levels. See equation (6) for the 
formal statement of the decomposition. Column (1) uses a common flat spot for all occupations, 
at 30 years of potential experience, when estimating growth in wage premia. Columns (2)–(4) 
vary this common flat spot as indicated. Column (5) estimates a flat spot for each occupation 
using the procedure described in Appendix A. All figures have been multiplied by 100 for read-
ability. 

Between-occupation wage inequality accounts for just over half of the in-
crease in overall variance. But this is allowing for the employment weights in 
the calculation of variance to change over time. If employment shifts from 
middle- to both high- and low-paying occupations, we should expect between-
occupation inequality to increase even if wage premia do not grow differen-
tially. The phenomenon of job polarization has been extensively documented 
in the literature (Goos et al., 2014; Adermon and Gustavsson, 2015), and Fig-
ure A1 confirms that it is present also in our sample period. 

Our main interest, however, is in occupation-level drivers of wage inequal-
ity that are due to differential changes in compensation for a fixed set of work-
ers. The third row in Table 1 shows that holding employment fixed at 1996 
levels, the contribution of between-occupation variance shrinks by more than 
two thirds. But, as discussed above, changes in observed wages at the occupa-
tion level may mask changes in composition. To assess the role of differential 
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growth in occupational wage premia, we perform the decomposition given by 
equation (6). 

Column (1) of Table 1 presents our baseline results, with the flat spot set at 
30 for all occupations. Holding worker composition constant, the increase in 
between-occupation variance would have been 0.94 based on our decomposi-
tion. This is more than twice the increase in the between-occupation variance 
of raw wages (at constant employment), and almost 40 percent of the increase 
in the overall variance of log wages. Most of this effect is due to a positive 
covariance between initial wages and premium growth, while the variance in 
premium growth plays a relatively minor role. The last two rows in column 
(1) of Table 1 show the attenuating forces: Changes in worker skills are neg-
atively correlated with both initial wages and growth in wage premia. 

Figure 6 shows the evolution of the variance components year-on-year. In-
terestingly, during the period 1996–2001, which saw the fastest growth in 
wage inequality, the attenuating forces of a changing skill composition are 
absent, and the no-sorting counterfactual closely tracks between-occupation 
inequality in raw wages (at constant employment). The attenuating forces 
emerge only after 2001.6 

4.3 Robustness Checks 
We conduct a number of robustness checks for the results that depend on the 
estimation of wage premium growth. First, we vary the location of the flat 
spot. As expected given the shape of wage-experience profiles and the above 
discussion of Figure 1, the decomposition results are sensitive to the choice of 
flat spot, as seen in columns (3) and (4) of Table 1. The sensitivity varies by 
component: The variance of premium growth appears more stable than the 
covariance of premium growth and initial wages.7 
  

                               
6 Column (1) in panel B of Table A1 displays the decomposition results for the sub-period 
2001–2013. Figures A3 and A4 display the relationships between growth in wages, premia, and 
implied skills on the one hand, and employment growth and initial wages on the other, for 
2001–2013. While overall inequality changed little during this time, the pattern of premium 
growth and compositional changes is qualitatively very similar to that for the whole sample 
period. 
7 As premium growth and skill growth are strongly negatively correlated, this difference in 
sensitivity is mirrored by the other components. 
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Figure 6: Decomposition of changes in between-occupation inequality 1996-2013 

 
Notes: The figure plots the results from the decomposition given by equation (6) for every year 
pair {1996, t} ∀ t ∈ {1996, … , 2013}. 

However, when we attempt to determine occupation-specific flat spots in a 
data-driven way – based on the assumption of strictly concave wage-experi-
ence profiles (except for possible flat regions) as discussed in Appendix A – 
we obtain results quite similar to our baseline specification (column 5). Note 
also that setting the flat spot at zero, which would be implied if we simply 
added higher-order terms of potential experience without re-centering them, 
yields clearly unreasonable results (column 2 of Table A2). 

Table A2 displays the decomposition components for a set of further ro-
bustness checks. These include changing the order of the polynomial in po-
tential experience; adjusting for endogenous mobility using the method of 
Böhm et al. (forthcoming); allowing for differential growth in wage premia at 
the level of regions and industries; pooling the data to estimate time-invariant 
experience profiles; restricting the data to men with non-missing enlistment 
scores; controlling for time-varying returns to cognitive and non-cognitive 
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skills within this restricted sample; and dividing the data by gender. The re-
sults are robust in the sense that the no-sorting counterfactual in the majority 
of cases is of similar or even larger magnitude compared to the baseline.8 

Finally, we probe the robustness of the associations of premium growth and 
implied skills with employment growth, initial wages, and years of schooling. 
The results are shown in Figures A5 and A6, and once again are largely similar 
to the baseline specification. 
Figure 7: Estimated occupational experience profiles for selected occupations and 

years 

 
Notes: The figure plots the estimated experience profiles from equation (8) for the indicated 
occupations and years. 

4.4 Changes in Occupational Experience Profiles 
A key advantage of our empirical approach is that we are able to estimate 
occupational experience profiles that vary over time. We estimate profiles for 
101 occupations and each pair of years in 1996–2013. Due to space con-
straints, we only show estimated profiles for the largest (in terms of average 

                               
8 Note that using a polynomial of order one or forcing the experience profiles to 

be constant over time are more restrictive and thus inferior to our baseline specifica-
tion. 
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employment in 1996–2013) 3-digit occupation in each of nine main catego-
ries, for the years 1997, 2002, 2008, and 2013. 

The estimated profiles are shown in Figure 7. There are several noteworthy 
findings. First, in all occupations wage growth is fastest for inexperienced 
workers, but this pattern is much more pronounced in some occupations (fi-
nance & sales professionals, building frame workers) than in others (personal 
care workers). Second, while in some occupations the profiles are stable 
(building frame workers), in others they show large changes over time (com-
puting professionals). Third, profiles are steepest in the late 1990s in several 
cases, but this not a universal pattern. 

To further investigate changes over time, we plot the median as well as 
quartiles of two measures capturing the steepness of the profiles, namely, the 
value of the profile at ten years of potential experience as well as the maximum 
value (both in levels). Panel (a) of Figure 8 reveals that, by both measures, 
profiles were indeed somewhat steeper in the late 1990s. But even more strik-
ing is that the steepness of the profiles was much more dispersed in that period. 

Finally, we explore if there is a systematic relationship between dispersion 
in wage-experience profiles and dispersion in wage premium growth. Panel 
(b) of Figure 8 plots the variances of the two steepness measures along with 
the variance of premium growth against time. It appears that years with higher 
dispersion in profiles also tend to see higher dispersion in premium growth. 
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Figure 8: Wage-experience profiles over time 

 
Notes: The figure characterizes the distribution of the experience profiles estimated by equation 
(8) over time (panel (a)) and shows how variance in selected characteristics of experience pro-
files is related to variance in premium growth (panel (b)). 

5. Conclusion 
We contribute to the literature on shifts in the wage structure by jointly esti-
mating growth in occupational wage premia and occupation-specific life cycle 
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wage profiles. We document substantial changes in occupations’ relative 
premia in Sweden in recent decades, which are masked in the raw wage data 
due to worker sorting. There is a positive association between premium 
growth and employment growth, suggesting that workers have been respon-
sive to changes in occupational demand. The relative premia changes are es-
timated to have substantially contributed to the increase in overall wage ine-
quality. We also document large heterogeneity in life-cycle profiles across oc-
cupations, as well as substantial shifts of the profiles over time. Allowing for 
occupation-level changes in returns to cognitive and psycho-social skills has 
little effect on the results. 

Our results suggest that although the overall wage structure in Sweden is 
highly compressed, forces related to technological change do influence the 
wage structure and drive workers’ occupational choices. An open question is 
why the increase in Swedish wage inequality was concentrated in the late 
1990s. This could be due to a temporary rise in the flexibility of collective 
bargaining, or it may reflect uneven technological change, for instance a tran-
sitional period of technology adoption (Beaudry et al., 2016).  

The method we propose to estimate changes in occupational wage premia 
may fruitfully be applied to other settings, especially those in which experi-
ence profiles appear to change over time, and in cases where only short (two-
year) panels of workers are available. 
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Appendix A: Procedure for Estimating Occupation-
Specific Flat Spots 
Suppose that experience profiles are strictly concave except for possible flat 
regions. That is, linear segments with non-zero slope, as in the middle column 
of Figure 2, are prohibited. Formally, ݃ᇱᇱ(ݔ) ≤ 0, ݃ᇱᇱ(ݔ) = 0 ⇒ ݃ᇱ(ݔ) = 0. 
This implies that the second derivative of the profile will be maximized (clos-
est to zero) at the flat spot, so that any statistic of interest should change by 
the least amount – in absolute value – at the true flat spot. We use this insight 
to pin down the flat spot in a data-driven way. 

Recall from Section 2.2 that the change in between-occupation variance of 
log wages, at constant employment, can be decomposed as 

(A1)

Denote by µ the components of the decomposition, ߤ ∈ ℳ ≡ {Var଴(Δߨ௞), Var଴(Δݕ௞), 2Cov଴(ݓ௞଴, Δߨ௞), 2Cov଴(Δߨ௞, Δݕ௞)}. 
Each of the elements of ℳ depends on the change in the premia Δߨ௞, which 
in turn depend on the chosen flat spots. However, the sum of all components 
on the right-hand side of equation (A1) is constant, so we exclude 2Cov଴(ݓ௞଴, Δݕ௞) from the set ℳ. 

Let ϖ denote the vector of changes in premia, and let ܠ෤ denote the vector 
of candidate flat spots. Both vectors contain K elements, where K is the total 
number of occupations, indexed by k. We denote the above-mentioned func-
tional dependence by µ ≡ µ(ϖ(ܠ෤)). Using the chain rule, we define the sensi-
tivity of µ to changing the flat spot, in absolute terms, as 

. 

Under strictly concave experience profiles, we conjecture that |dµ(ϖ(ܠ෤))| at-
tains its minimum at or near the vector of true flat spots x∗, and similarly for 
the sum over ∣ ൯(෤ܠ)߸൫ߤ݀ ∣ , 

 
(A2)

We implement the optimization problem given by equation (A2) in practice 
by solving  
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where ̂ߤ denote the estimated moments, τ is size-k vector with constant ele-
ments representing step size, and S is a scaling factor chosen for numerical 
stability. We set the elements of τ to equal 0.01 and S = 1e+7. We use the L-
BFGS-B method (Liu and Nocedal, 1989) implemented by the optim package 
in R. We impose ݔ෤௞ ∈ ሾ25,40ሿ ∀݇. As the procedure appears to be sensitive 
to initial values, we draw initial values at random from the continuous uniform 
distribution U(26,39) for each ݔ෤௞. This process is repeated 100 times. We then 
choose the ܠ∗ with the lowest associated loss. 

Note that in principle, given strictly concave profiles one should be able to 
find the flat spots by minimizing the sensitivity of the ∆πk’s instead of a mo-
ment that is a function of them. However, approximating the experience pro-
files by a polynomial does not guarantee that the estimated profiles are actu-
ally strictly concave. Alternatively, one could impose a functional form on the 
profiles that does guarantee strict concavity. We attempted to do this, but the 
estimation turned out to be highly unstable. 
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Appendix B: Additional Figures and Tables 
Figure A1: Job polarization 

 
Notes: The figure plots the growth in log employment against mean log wages in 1996. In Panel 
(b), log wages have been percentile-ranked, weighted by initial employment. Each marker rep-
resents one of 101 occupations. The size of each marker is determined by the employment share 
in the first year and the regression lines are weighted accordingly. We use original survey 
weights when calculating occupation size and mean log wage. 
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Figure 2: Relations between growth rates 

 
Notes: The figure plots the bivariate relationships between the growth in mean log wages, cu-
mulative estimated wage premia, and the implied change in mean skills. Each marker represents 
one of 101 occupations. The size of each marker is determined by the employment share in the 
first year and the regression lines are weighted accordingly. We use original survey weights 
when calculating occupation size and mean log wage. 
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Figure A3: Growth in wages, premia, and skills against employment growth, 2001–
2013 

 
Notes: The figure plots the growth mean log wages, cumulative estimated wage premia, as well 
as the implied change in mean skills, against the change in log employment. Wage premia are 
estimated according to our baseline specification equation (8). Each marker represents one of 
101 occupations. The size of each marker is determined by the employment share in the first 
year and the regression line is weighted accordingly. We use original survey weights when 
calculating occupation size and mean log wage. 
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Figure A4: Growth in wages, premia, and skills against initial wages, 2001–2013 

 
Notes: The figure plots the growth mean log wages, cumulative estimated wage premia, as well 
as the implied change in mean skills, against initial mean log wages. Wage premia are estimated 
according to our baseline specification equation (8). Each marker represents one of 101 occu-
pations. The size of each marker is determined by the employment share in the first year and 
the regression line is weighted accordingly. We use original survey weights when calculating 
occupation size and mean log wage. 
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Figure A5: Premia, skills, and employment growth – robustness checks 

 
Notes: The table reports the coefficients, standard errors, and coefficients of determination from 
separately regressing cumulative estimated wage premia and the implied change in mean skills 
(growth in average wage minus premium growth) against the change in log employment at the 
occupation level for different sets of premia estimates. See the text for descriptions of how these 
estimates are produced. The weight assigned to each occupation is determined by the employ-
ment share in the first year. We use original survey weights when calculating occupation size 
and mean log wage. 
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Figure A6: Premia, skills, and initial wages – robustness checks 

 
Notes: The figure reports the coefficients, standard errors, and coefficients of determination 
from separately regressing cumulative estimated wage premia and the implied change in mean 
skills (growth in average wage minus premium growth) against initial mean log wage at the 
occupation level for different sets of premia estimates. See also the notes to Figure A5. 
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Figure A7: Premia, skills, and schooling – robustness checks 

 
Notes: The figure reports the coefficients, standard errors, and coefficients of determination 
from separately regressing cumulative estimated wage premia and the implied change in mean 
skills (growth in average wage minus premium growth) against growth in average years of 
schooling at the occupation level for different sets of premia estimates. See also the note to 
Figure A5. 
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